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What is the future of markets?

Niels Bohr?

It is difficult to make predictions, especially about the future.

• But I see four key forces:

1. Demographics.

2. Climate change.

3. Geopolitical fragmentation.

4. Artificial intelligence.

• I will focus on the first two and briefly mention the last two.

• Also, I will skip a discussion of intellectual forces.
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The demographic future of

humanity



Table 1: G7 plus Spain: Basic Growth and Population Facts

1991-2019 Canada France Germany Italy Japan Spain UK U.S.

GDP 2.47 1.61 1.38 0.70 0.83 2.05 2.08 2.58

GDP per capita 1.40 1.10 1.25 0.52 0.76 1.35 1.53 1.63

Population 1.05 0.50 0.14 0.18 0.08 0.68 0.54 0.94

GDP per working-age adult 1.48 1.33 1.47 0.79 1.39 1.41 1.62 1.65

Working-age population 0.98 0.27 -0.09 -0.08 -0.54 0.63 0.46 0.91
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Table 2: Output Growth Decomposition

1991-2019 Canada France Germany Italy Japan Spain UK U.S.

GDP 2.47 1.61 1.38 0.70 0.83 2.05 2.08 2.58

Population 1.05 0.50 0.14 0.18 0.08 0.68 0.54 0.94

Working-age per person -0.08 -0.23 -0.22 -0.27 -0.62 -0.05 -0.08 -0.03

Emp. rate per working-age 0.42 0.35 0.57 0.34 0.74 0.90 0.36 0.17

Hours worked per worker -0.17 -0.30 -0.40 -0.26 -0.61 -0.14 -0.11 -0.04

GDP per hour worked 1.23 1.28 1.31 0.71 1.26 0.67 1.37 1.53

GDP per worker 1.05 0.98 0.90 0.45 0.65 0.53 1.25 1.49

GDP per working-age adult 1.48 1.33 1.47 0.79 1.39 1.41 1.62 1.65

Total hours worked 1.23 0.33 0.08 0.00 -0.43 1.40 0.71 1.04

Working-age pop. 0.98 0.27 -0.09 -0.08 -0.54 0.63 0.46 0.91
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Quid rides? Mutato nomine de te fabula narratur

• The present of Japan is the future of the globe.

The total fertility rate (TFR) of a population

The average number of children that would be born to a woman over her lifetime if:

1. She were to experience the current age-specific fertility rates throughout her lifetime.

2. She were to live through ages 15-44.

• Japan’s TFR fell below 2.1 (explanation of the importance of 2.1 in next slide) in 1974. Right now is

around 1.2.

• A few other examples:

1. Iran: 1.66.

2. U.S.: 1.60.

3. Brazil: 1.44.

4. China: 1.07.

5. South Korea: 0.72. 5



The replacement rate

• The TFR governs whether a population reaches the replacement rate: whether enough children are

born to sustain population levels (forgetting net immigration).

• A simple formula:

Replacement rate ≈ 1 + sex ratio at birth

Probability of a woman to survive to 30

• Replacement rate for rich countries: ≈ 2.1. Why?

• Without outside intervention ≈ 1.05 boys are born for every girl.

• Probability of a woman surviving to 30 is about 0.98.

• Thus:

Replacement rate rich country ≈ 1 + 1.05

0.98
≈ 2.1
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The replacement rate in developing economies

• Think, however, about developing countries with different parameters:

1. Many populations practice selective abortions.

2. Female mortality rates are quite higher.

• Thus:

Replacement rate developing country ≈ 1 + 1.1

0.8
≈ 2.6

• Replacement rate for some African countries can be as high as 3.
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Over the same two-decade period, India was near the top of the global list, with an average sex ratio at birth of 
around 110. 

In countries where males heavily outnumber females at birth, the childhood mortality rate for girls also tends to 
be high, either because girls are being killed soon after birth, or because they are neglected – intentionally or 

unintentionally – by their parents during childhood. 12 

Worldwide, an estimated 142.6 million (14.3 crore) females went “missing” between 1970 and 2020, due to sex-

selective abortion or to neglect, according to a 2020 UN report. China (51%) and India (32%) accounted for most 
of these “missing” females. (In this context, “missing” females refers to an estimate of how many more females, 
including girls and women of all ages, there would be if there were no sex-selective abortions, mistreatment or 

neglect of females.) 

 
12 See Kashyap, Ridhi. 2019. “Is Prenatal Sex Selection Associated with Lower Female Child Mortality?” Population Studies. 

Azerbaijan, China, Armenia, Vietnam, Albania and India had world’s most male-
biased sex ratios at birth from 2000 to 2020 
Average sex ratio at birth, or the number of male births per 100 female births, from 2000-20 

 
Note: Globally, the natural sex ratio at birth ranges from 103 to 107 boys per 100 girls. 
Source: United Nations World Population Division, 2019. 
“India’s Sex Ratio at Birth Begins To Normalize” 

PEW RESEARCH CENTER 
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The world replacement rate

• The world replacement rate in 2023:

Replacement rate world ≈ 1 + 1.07

0.91
≈ 2.25

• According to the United Nations World Population Prospects 2022, the world TFR is 2.3.

• However, the United Nations World Population Prospects overestimate the world TFR. For example,

in 2023, there were 9 million births in China vs. 10.6 million in the UN forecast.

• I calculate that we are around 2.1-2.2.

• Thus, most likely, the world is already below the replacement rate.

• The world population is still growing: momentum effect of past large cohorts and increases in life

expectancy.
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When will momentum end?

• More uncertainty here: it depends on the future evolution of fertility and mortality.

• According to the United Nations World Population Prospects 2022, medium variant, the world

population will peak in 2086 at 10.43 billion (vs. 8 billion right now).

• I disagree. I see the peak of population size at around 9.7 billion c. 2055.

• Why?

1. United Nations World Population Prospects are conservative in their assumptions about the fall of

fertility:

• For example, China had in 2023 the births the United Nations World Population Prospects forecasted for

2050.

• The United Nations World Population Prospects assumes partial recoveries of fertility in low-fertility

countries. We have yet to see many examples of this happening.

2. My research shows that fertility falls are becoming faster.
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An easy way to check: “the rule of 85”

• Imagine you have a country where life expectancy is 85 years: the highest life expectancy in the world

right now (Japan, Spain, etc.).

• Imagine that, from now on, you have 1,000 births per year, every year.

• What would be your population in about 100 years? 85,000 = 85 * 1,000.

• Thus, you can look at the current births of any given country, multiply by 85, and get a sense of the

long-run population (without migrations).

• For example, South Korea had 230k births in 2023. Long-run population: 19.5 million (85*230k).

Current population: 51.6 million.

• An equivalent way to look at it: 1000/85 = 11.76. When a country’s CBR falls below 11.76 per

1000, births are already insufficient to keep the population constant (this usually happens around 30

years after TFR falls below replacement).
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Some economic consequences

• Like all changes, this momentous demographic shift will have good and bad consequences.

• Which ones will predominate will depend on the policy responses we offer.

• Also, please remember: we are venturing into terra incognita. Things can change.

• If you pick a social sciences textbook from the 1980s (or even 1990s), the main concern was the

population explosion.

• When I was a kid, my parents bought a book that stated that population growth in Mauritius was so

out of control that this island nation was doomed. Mauritius has had a negative population growth in

2022 and 2023.

• So, there is a non-trivial risk someone might make fun of me in 25 years.
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First, the good news

• With a lower population growth rate or falling population, it is much easier to design policies that

ensure the sustainability of natural resources.

• Fewer pressures on infrastructure, housing, emissions, etc.

• For example, we can re-design many of Latin America’s cities.

• Also, before population aging really kicks in, many developing economies have extra fiscal space to

take advantage of lower fertility and undertake essential reforms.
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But there are also bad news

• The unpleasant arithmetic of demographics.

• Take any country you like: e.g., U.S., Germany, China,...

• A basic identity:

y︸︷︷︸
output

=
y

l︸︷︷︸
labor productivity

∗ l︸︷︷︸
labor

• Thus, output growth:

gy︸︷︷︸
output growth

= g y
l︸︷︷︸

labor productivity growth

+ gl︸︷︷︸
labor growth
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The way we were

• Your “average” advanced economy c. 1965 (in the middle of the so-called “thirty glorious years”):

3%︸︷︷︸
output growth

= 2%︸︷︷︸
labor productivity growth

+ 1%︸︷︷︸
labor growth

• 3% is the “normal” output growth that you expect:

1. When the economy is booming (i.e., unemployment is falling and labor is growing faster than average),

you see 4%.

2. When the economy is depressed (i.e., unemployment is increasing and labor is growing slower than

average), you see 2%.
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The way we are

• Your “average” advanced economy c. 2025 (or Japan today):

1%︸︷︷︸
output growth

= 2%︸︷︷︸
labor productivity growth

+ −1%︸ ︷︷ ︸
labor growth

• 1% is the “normal” output growth that you expect:

1. When the economy is booming (i.e., unemployment is falling and labor is growing faster than average),

you see 2%.

2. When the economy is depressed (i.e., unemployment is increasing and labor is growing slower than

average), you see 0%.

• There is nothing the central bank can do with further monetary stimulus (or the fiscal authority with

fiscal packages).

• As we saw above, Japan has been doing pretty well in terms of output per worker growth during the

last 25 years.
19



1940s 1950s 1960s 1970s 1980s 1990s 2000s 2010s
0.0%

0.5%

1.0%

1.5%

2.0%

2.5%

3.0%

Civilian Labor Force Growth Rate

The exit rate and average firm size are constant in stationary equilibria of
standard firm dynamics models. Therefore, changes in labor force growth are a
natural candidate to explain changes in the firm entry rate. Holding the exit rate
and average firm size constant, can a change in labor force growth explain the
observed drop in firm entry rates? No. US labor force growth has declined, but
not by enough. Figure 1 shows US civilian labor force growth rates by decade.
Since the 1970s, labor force growth has declined by 2 percentage points (pp),
which is only one-third of the 6pp decline in the entry rate. The remaining two-
thirds is attributed to changes in the exit rate and changes in the growth rate of
average firm size.

We show that changes in labor force growth feedback to changes in both the
aggregate exit rate and average firm size. Consider an increase in labor force
growth. The increase in labor supply must be met by a corresponding increase
in labor demand. Incumbent firms are limited by scale, so they cannot absorb
the entire increase in labor supply. The residual labor demand must therefore be
absorbed by new firms. The increase in firm entry shifts the firm-age distribution
towards younger firms, which have higher exit rates and lower size.

To be consistent with the data, the changes in labor force growth should
change aggregate variables while maintaining stability of these variables by firm

3
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spite the increase in female labor force participation since the 1950s. The reason is
that male labor force participation declined over the same time period, dampen-
ing the effect of female labor force participation on total labor force participation.
The bulk of the changes in labor force growth are accounted for by birth rates
sixteen years prior.32

(a) Sources

1947-54 1955-64 1965-74 1975-84 1985-94 1995-04 2005-14
0.0%

0.5%

1.0%

1.5%

2.0%

2.5%

3.0%

3.5%
Labor Force
Total Employment
Private Sector Employment
Non-Manufacturing Employment

(b) Alternative Measures

     Labor Force Growth
Sources. Current Population Survey and Current Employment Statistics.
Notes. Panel A: Details on Appendix A.2. Panel B: Units are average annual growth rates. Data
starts in 1947. Decade cutoffs are chosen so that full business cycles fall within the decade bin,
effectively capturing the trend component in growth rates.

One potential source of concern when using the civilian labor force as a mea-
sure of labor supply is that it includes the unemployed, those employed by gov-
ernment, and the self-employed. Figure 10b shows that total employment growth
(excludes the unemployed) and private sector employment growth (excludes the
self-employed and those working for government) follow a similar hump-shaped
pattern as labor force growth. Another potential source of concern is the manufac-
turing sector, which has experienced negative overall employment growth since
the 1980s (Fort, Pierce and Schott, 2018). An exodus of workers from manufac-
turing into non-manufacturing could reverse the trend of declining employment
growth in non-manufacturing sectors. Figure 10b shows that this is not the case.
Non-manufacturing employment growth also shows a similar rise and fall pat-
tern as labor force growth. The decline of manufacturing employment does not

32Details of the decomposition are on Appendix A.2. On average, birth rates sixteen years prior
account for 64 percent of labor force growth across decades. The actual contribution of the birth
rate to labor force growth is higher than 64 percent because the birth rate also has an effect on
participation rates. For example, a portion of the decline of participation rates since the year 2000
is due to the baby boomer generation reaching the age of 55 and over, whose age group has low
participation rates.

39
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What is the problem?

• Don’t we care about output per capita?

• Yes and no.

• Yes, output per capita is the primary measure of individual welfare but...

• ...our ability to service debt and social security obligations depends on total output.

• Also, labor productivity is unlikely to grow at 2% any longer.

• Why?

1. Firm dynamism.

2. New technologies.
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The regression results confirm that changes in the age composition drive the
aggregate trends; see Tables B-1 to B-3 in Appendix B. Without controls, the aver-
age trend across age groups and sectors in each variable is statistically significant
and non-zero. Once we control for age, however, the trend disappears or reverses
sign. The inclusion of controls for sector and age-sector interactions has no further
effect on the trend. The coefficients on the age controls exhibit the same patterns
as Figure 2: they increase with age for average firm size and concentration, and
decrease with age for exit rates. The results on concentration do not depend on
the size threshold, indicating that concentration within age bins has not increased
even for the largest firms in BDS data.

1985 1990 1995 2000 2005 2010 2015
30%

35%

40%

45%

50%

(a) Share of Firms Age 11+
1940 1950 1960 1970 1980 1990 2000 2010 2020

2%

4%

6%

8%

10%

12%

14%

16%

18%

20%

(b) Entry Rate

Figure 3
Sources. (a) BDS. (b) Entry rate 1940-1962: Survey of Current Business. Entry rate 1978-2014: BDS.
Notes. The entry rate from 1963 to 1977 is linearly interpolated.

Figure 3a presents direct evidence that US firms are aging. The figure shows
that the share of firms aged 11+ has risen steadily from 32 percent in 1986 to 48
percent in 2014. Figure 3b shows the contemporaneous decline in entry rates. The
entry rate series can be extended back to 1940. Two episodes stand out in the early
period of the entry rate series. First, the entry rate displayed large fluctuations
around World War II. Second, the entry rate displayed an apparent increase before
1978.11

of employment by firm size, age and sector. Therefore, we cannot include controls for sector and
age-sector interactions in the concentration regression.

11The entry rate from 1940 to 1962 comes from the now discontinued Survey of Current Busi-
ness. The entry rate from 1963 to 1977 is linearly interpolated. The apparent increase in that

11
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1111BLOOM ET AL.: ARE IDEAS GETTING HARDER TO FIND?VOL. 110 NO. 4

elsewhere. It is for this reason that the literature, and this paper, turns to the micro 
side of economic growth.

II. Refining the Conceptual Framework

In this section, we further develop the conceptual framework. First, we explain 
why the aggregate evidence just presented can be misleading, motivating our focus 
on microdata. Second, we consider the measurement of research productivity when 

Figure 1. Aggregate Data on Growth and Research Effort

Notes: The idea output measure is TFP growth, by decade (and for  2000–2014 for the latest observation). For the 
years since 1950, this measure is the Bureau of Labor Statistics (2017) Private Business Sector multifactor produc-
tivity growth series,  adding back in the contributions from R&D and IPP. For the 1930s and 1940s, we use the mea-
sure from Gordon (2016). The idea input measure, Effective number of researchers, is gross domestic investment 
in intellectual  property products from the National Income and Product Accounts (Bureau of Economic Analysis 
2017), deflated by a measure of the nominal wage for  high-skilled workers.

Figure 2. Aggregate Evidence on Research Productivity

Notes: Research productivity is the ratio of idea output, measured as TFP growth, to the effective number of 
researchers. See Notes to Figure 1 and the online Appendix. Both research productivity and research effort are 
 normalized to the value of 1 in the 1930s.
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Consequences

• Low output growth.

• Low (real) interest rates.

• Complex fiscal position of most governments.

• Depopulation of certain regions (mainly rural areas).

• Real estate prices.

• Education, health, and other public services.
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Taking stock

• We are in a whole new world.

• I have skipped, in the interest of time, tons of other aspects.

• But, as a matter of fact, it is that, to a large extent, demography is destiny.

• Once you start thinking about it, it is hard to think about anything else.
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Climate change



Five observations from Hassler et al. (2024)

1. A simple system of five difference equations describes the relation between emissions of CO2 and

global warming quite well, both qualitatively and quantitatively.

2. Global warming is approximately proportional to the cumulative emissions of CO2, in both the short

and long run.

3. The frequency and intensity of key weather extremes increase with the global mean temperature. The

predicted increase is gradual and approximately linear, but the uncertainty is very large.

4. Global CO2 emissions are not falling, but they are increasing at a lower rate than two decades ago.

Both consumption- and production-based emissions have fallen in the EU and the U.S. over the last

two decades, whereas the opposite is true for emissions in China and India.

5. The amount of fossil fuel left in the ground is very large compared to the carbon budgets for 1.5◦C

and 2◦C global warming. The amount of oil and gas with low extraction costs is of the same order of

magnitude as these carbon budgets.
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Integrated assessment models

• Use of integrated assessment models (IAM): how the economy and climate interact quantitatively.

• Three blocks: economy, climate, and damages.

• Nonlinear and stochastic dynamics.

• Uses:

1. Positive analysis ⇒ future paths of variables of interest.

2. Normative analysis ⇒ design of optimal policies.

3. Counterfactuals ⇒ mitigation, changes in technology, ...

• Interestingly, IPCC does not have an IAM (and its economic analysis, in general, is pretty bad).

28



economy climate

damages

CO2 ± σ

⟨T ⟩ ± σUS $ ±σ

Figure 1: Stylized representation of an IAM.

29



A simple example

• Cruz and Rossi-Hansberg (2023).

• Average welfare losses of 6%.

• Large heterogeneity in climate damages across space: from welfare losses of 20% to gains of 11%.

• Large role of adaptation, particularly migration.

• Large disagreement across regions.
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924 REVIEW OF ECONOMIC STUDIES

FIGURE 8
Welfare losses due to global warming

Figure 9 presents, for both RCP quantifications, scatter-plots of the local welfare losses from
global warming versus local real GDP per capita in year 2000. The colours indicate different
areas of the world, and the size of each dot represents the population of the cell also in 2000.
The dashed black lines present the population weighted linear relationship. The linear slope
indicates that, on average, locations with double the level of real GDP exhibit welfare losses
from global warming that are roughly 1.5 (0.2) percentage points lower in the RCP 8.5 (6.0)
quantification. Hence, the poorest regions of the world, mainly located in Sub Saharan Africa
and South East Asia, are expected to undergo the highest warming losses. OECD countries, with
initially high income, are much less affected. China, with its vast and heterogeneous territory,
displays regions with both high and low levels of welfare losses. Our results show that global
warming will exacerbate the already large spatial inequality in the world.48

It is interesting to decompose the effect of global warming by their source: amenity or pro-
ductivity effects. In Online Appendix F, we perform such an exercise and show that both effects
are commensurate, although the effect on amenities is much more heterogeneous across space.
Of course, as we underscore in the next subsection, there is tremendous uncertainty about the

48. The correlation between current income and welfare losses from global warming is robust to different values
of the elasticity of utility to real income. As argued in Supplementary Materials Section L.4, lower values of this param-
eter modify the level of utility, but do not distort allocations. Hence, the slopes displayed in Figure 9 are also positive,
although smaller in magnitude, for lower values of the elasticity of utility to real income.
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Cruz & Rossi-Hansberg THE ECONOMIC GEOGRAPHY OF GLOBAL WARMING 925

FIGURE 9
Correlation between welfare losses and initial real GDP per capita

exact level of these aggregate losses, although there is much less uncertainty about their spatial
distribution.

4.4. Uncertainty

Our baseline scenarios are computed using the logistic fit of the damage coefficients by temper-
ature bin that we estimated in Section 3.2. As we discussed there, although we find evidence
of significant temperature effects on amenities and productivity for locations with low and
high temperatures, the estimation also yields large confidence intervals. The implied uncertainty
embedded in the imprecise estimation of the damage functions translates into uncertainty about
the effect that global warming will have on the economy. Hence, in this section, we evaluate
the parametric uncertainty related to the imprecision in the estimation of the coefficients of the
temperature damage functions for fundamental amenities and productivities.

Of course, we are also uncertain about many of the climate and economic parameters of
the model as well as the model specification itself.49 We address the uncertainty in the climate
model by considering the two climate scenario calibrations we have been describing (RCP 8.5
and 6.0). Here, we also evaluate part of the parametric uncertainty in the economic model by
analysing the sensitivity of our results to the elasticity of substitution between energy sources,
ε; specifically, we calculate confidence intervals using the point estimate of 1.6 in Popp (2004)
and letting the standard deviation be 0.56 as in Papageorgiou et al. (2017).

The top-left panel of Figure 10 presents the global average welfare losses over time in the
baseline RCP 8.5 quantification (solid curve) and for damage functions determined by the logis-
tic fit of the boundaries of the different confidence intervals, namely 60%, 80%, 90%, and 95%.50

Baseline damages intensify through the next two centuries, with a peak of 10%. The figure illus-
trates how uncertain we are about the aggregate effect of global warming. The 95% confidence
interval includes catastrophic welfare losses of as much as 20% by 2200 but also no losses (the
95% confidence interval for the RCP 6.0 quantification includes losses of 6% and gains of 0.5%).

49. Desmet et al. (2018) performs a number of back-casting exercises that lend credibility to the long-run
performance of the specification of the economic model.

50. Online Appendix E displays the corresponding graphs for the RCP 6.0 quantification. Supplementary
Materials Sections J.1 and J.2 present the corresponding results for real GDP losses for both RCP quantifications.
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Task to complete

• Complex computation.

• Quality of climate emulators: Folini et al. (2024).

• Long-run impacts.

• Uncertainty:

1. Precautionary behavior.

2. Tail events.
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Some policy implications: The situation

• The 2015 Paris Agreement required limiting global warming to “well below 2◦C.”

• Current efforts are far from the goal.

• Particularly serious from China and India.
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IMF | Staff Climate Note NOTE/2023/002 

Is the Paris Agreement Working? A 

Stocktake of Global Climate Mitigation 
Simon Black, Ian Parry, and Karlygash Zhunussova 

November 2023 

Summary 

Urgent and aggressive action to cut greenhouse gas emissions this decade is needed. As countries 
take stock of the Paris Agreement, this Note provides IMF staff’s annual assessment of global climate 
mitigation policy. Global ambition needs to be more than quadrupled: emissions cuts of 50 percent 
below 2019 levels by 2030 are needed for 1.5 degrees Celsius, but current targets would only achieve 
11 percent. We provide options for ratcheting-up ambition equitably. Implementation could be 
accelerated via agreements on minimum carbon prices. Drastic increases in mitigation investment are 
needed, requiring policies to shift private sector incentives. Climate finance should be scaled-up, with 
a new goal aligned with needs in developing countries. The development and diffusion of low-carbon 
technologies should be accelerated collaboratively. Overall, the Paris Agreement is making progress, 
but a response to the Global Stocktake that prioritizes decisive action this decade is critical. 

Introduction 

Limiting global warming to 1.5 to 2 degrees 
Celsius requires cutting carbon dioxide 
(CO2) and other greenhouse gases (GHGs) 
by 25 to 50 percent by 2030 compared with 
2019. But large gaps in climate ambition 
and policy remain (Figure 1). First, there is a 
large ambition gap. Though countries have 
increased their mitigation ambition since the 
signing of the Paris Agreement in 2015, 
current nationally determined contributions 
(NDCs) would reduce global GHG emissions 
by just 11 percent.1 Second, there is a gap in 
policy implementation. In a business-as-usual 
(BAU) scenario with no new (or tightening of 
existing) mitigation policies, global GHG 
emissions are projected to increase 4 percent 
to 51.5 billion tons in 2030—a rate that would 
exhaust the carbon budget for 1.5°C by 2035. 
Indeed, measures equivalent to a global 
carbon price of at least $85 are needed to get 
emissions on track to 2°C and even more for 
1.5°C. 

Countries convene at the 28th Conference 
of Parties (COP28) to take stock of progress under the Paris Agreement. The Global Stocktake 
(GST) reviews progress since 2015, with countries expected to craft a response, potentially including 
revised NDCs. To help countries, this Note provides information on: (1) how to align emissions 
targets with temperature goals; (2) policies and impacts of achieving targets; and (3) how to get 
finance, investment, and technology on track for global ‘net-zero emissions’ by midcentury. 

1 UNEP (2022) and UNFCCC (2022) also find similar mitigation ambition gaps for 2030. This Note adds value to policymakers by 
providing an independent analysis using a transparent, consistent, and comprehensive model able to assess all economy-wide 
targets in NDCs for over 150 countries while assessing practical options for scaling up ambition and policy action. 

Figure 1. Global GHG Emissions Trends, 
Targets in Nationally Determined Contributions 

(NDCs), and Temperature Goals 

Sources: Intergovernmental Panel on Climate Change 2022; and 

IMF staff using CPAT. Note: Excludes land use and land use 

change emissions. BAU = business as usual; GHG = greenhouse 

gas; CO2e = carbon dioxide equivalent.
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IMF WORKING PAPERS Fiscal Implications of Global Decarbonization

 

INTERNATIONAL MONETARY FUND 7

 

Industrial sectors are generally subject to lighter sectoral emissions targets/policies than other energy-intensive 

sectors. Only five G20 countries have binding emissions targets for industry. Regulations like tradable 

performance standards (TPSs)8 and fiscal incentives like clean technology subsidies are less common for this 

sector. An exception is Canada where TPSs apply to industrial emissions in many provinces and territories, 

while China intends to expand its TPS for power generation to industry.  

 

The combined effect from the above policies and targets up to 2022 varies substantially across countries 

(Figure 1). CO2 reductions relative to a 2030 baseline range between 20 and 50 percent in 11 countries and 

are less than 20 percent in eight cases. Additionally, countries vary significantly in their choice of instrument 

and relative contribution of sectoral targets. Renewables targets make a significant contribution to reductions in 

15 cases and explicit carbon pricing 

contributes substantively to eight cases. As 

the attribution of emissions reductions to 

individual policies and targets is ambiguous 

where they overlap (e.g., for carbon pricing of 

power emissions and renewable generation 

targets), the total CO2 reductions should be 

considered more accurate than the relative 

contribution of specific policies and targets. 

 

Countries vary in the extent to which specified 

policies achieve economy-wide mitigation 

pledges in NDCs. Targets are not binding, or 

barely binding, in four cases—including two of 

the three largest global emitters (China and 

India). Some countries achieve greater 

reductions than their pledges in NDCs with 

sectoral policies (Australia, Canada, China, 

France, Germany, Italy, Saudi Arabia)—

economywide targets could be enhanced in 

these cases by bringing them in line with 

existing sectoral targets, though this relies on 

sectoral targets being met. In seven cases the 

economywide emissions reductions from 

policies and targets identified in this analysis 

fall well short of the NDCs. 

 

Some large economies have recently adopted expenditures-based measures. These include public funding for 

investments in clean energy and green subsidies (or tax expenditures) to provide incentives for private 

investment and adoption of low-carbon technologies (LCTs). For example, the Inflation Reduction Act of 2022 

represents the largest federal climate policy to date in the United States (US), estimated to cost nearly $400 

 

8 Under TPSs, firms are required to meet a standard for average CO2 emissions, for example, per kilowatt-hour across power 
generation plants or per ton of steel. Those that fall short of the standard can purchase credits from firms that exceed the 
standard. These standards require fluid markets for trading credits and are less practical for some sectors, such as forestry and 
residential buildings. 

Figure 1. Emissions Impacts of Current Policies and 

Sectoral Targets 

 
Source: Black and others 2022a.  

Note: *“Other policies or unspecified” includes policies not 

quantified in this exercise or not yet specified by the authorities. 

Does not include policies enacted since the working paper such 

as the United States’ Inflation Reduction Act or the European 

Union’s Green Deal. 
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The challenges, I

• Large transition costs.

“The worst economic argument ever”

The de-carbonization of the economy will create many “green” jobs, “green” investments,...

• Every job “created” (or investment required) is a cost for society, not a benefit.

• Which technology would you choose?

1. A net-zero technology that would generate all the energy we need on earth, with an investment cost of

$1, and that only requires one worker to operate.

2. A net-zero technology that would generate all the energy we need on earth, with an investment cost of

$1 trillion, and that requires ten million workers to operate?

• More in general, no, de-carbonization will not increase economic growth. Let’s be honest with the

public.
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The challenges, II

• Large re-distributional effects: reallocation of production across space and sectors.

• Large free-riders problems.

• Border adjustments.

• Limited fiscal space.

• Geopolitical fragmentation.

• Higher interest rates?
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This is particularly so, as it is not straightforward to allocate taxing rights from international transportation to 

either origin, destination, residence, or transit countries.30 

 

Figure 8 uses CPAT to simulate the magnitude of these transfers under a $25 per ton carbon tax in 2030 for 

five countries or country groups (EU, African Union, China, US, India). We see that approximately $230 billion 

would be transferred to low- and lower-middle income countries, as they feature carbon emissions per capita 

below the world average—an amount that exceeds today’s official development aid. Out of the total, $127 

billion would go to the African Union (3.2 percent of their GDP) and $71 billion to India (1.3 percent of GDP). 

Net payors would be countries with carbon-per-capita above the global average, which includes China (0.6 

percent GDP), the US (0.3 percent GDP) and the EU (0.1 percent GDP).  

 

This scenario is merely illustrative. Many other possibilities exist. For example, the scheme could also operate 

on a destination basis (in line with an overall system of carbon taxation complemented with carbon-border 

adjustments). 

 

IX. Putting Pieces Together 

The net fiscal impact of global climate action for individual countries will depend on how policies affect the 

different pieces of the fiscal equation. Fiscal revenues increase if mitigation is done through carbon pricing. 

However, revenue from pre-existing taxes on motor fuels are currently significant in many high-income 

countries and will decline. On the spending side, decarbonization calls for higher outlays on public 

 

30 For a $75 per ton carbon price, global revenue from international transportation could be around $100 billion in 2030 (Black, 
Parry, and Zhunussova 2023c). 

Figure 8. Fiscal Transfers if Revenue of a $25 per ton Global Carbon Tax is Shared on a 

per-capita basis (2030) 

 
Source: IMF Staff using CPAT. 
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Figure 3 shows estimates of the fiscal dividend in 2030 for both pricing scenarios relative to the baseline. The 

estimates capture the revenue effects of not only the carbon tax itself, but also the base erosion of existing fuel 

taxes on road and other fossil fuels (or subsidy in some cases). Decarbonizing road transport by shifting to 

electric vehicles will progressively erode the existing tax bases of motor fuel excises.20 

 

The blue bars in left panel of Figure 3 shows that gross revenues from full carbon taxes in 2030 range between 

0.5-3 percent of GDP for most countries. For several high-income countries, such as countries in Europe and 

the US where prices are close to $150 per ton, revenue typically ranges between 1 and 1½ percent of GDP. 

Prices in middle and low-income countries are often lower, ranging from less than $50 per ton in Nigeria, Egypt, 

 

20 Similar analysis was conducted in OBR (2021) for the UK and in Direction Générale du Trésor (2023) for France. 

Figure 3. Fiscal Impacts of Policies in 2030 to Close Ambition Gaps and Stay on Track with Net Zero 

Targets 

A. Full carbon price 

 

B. Capped Carbon price 

 
Source: IMF staff calculations using CPAT. 

Note: “Full carbon price” assumes that the carbon price is equivalent to the shadow price presented in Figure 3. 

This scenario is equivalent to Black, Parry, and Zhunussova (2023c). “Capped carbon price” assumes a carbon 

price of $25 for low and lower-middle income countries, $50 for upper-middle income countries and $75 for high-

income countries (cf. Parry, Black and Roaf 2021); remaining emission reduction to achieve the target is 

assumed to be achieved by non-pricing instruments. 
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The opportunities

• Human ingenuity plus the power of incentives is extremely powerful.

• In fact, technology has progressed faster than expected.

• Levelized Cost of Energy (LCOE) from state-of-the-art utility-range solar is probably now lower than any

alternative (≈ $24 MWh).

• Fast developments in syngas and carbon capture.

• Network externalities (van der Ploeg and Venables, 2022).

• Incredibly fast drop in global fertility.
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Coal (anthracite) 228.6
Coal (bituminous) 205.7
Coal (lignite) 215.4
Coal (sub-bituminous) 214.3
Diesel fuel & heating oil 161.3
Gasoline 157.2
Propane 139.0
Natural gas 117.0

Table 1: Pounds of CO2 emitted per million British thermal units (Btu) of energy produced. Source: US
Department of Energy https://www.eia.gov/tools/faqs/faq.php?id=73&t=11

The main data over 1860–2017 on UK CO2 emissions, energy volumes, and the relation of CO2

emissions to the capital stock are shown in Figure 1.
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Figure 1: (a) UK CO2 emissions in millions of tonnes (Mt); (b) UK coal (Mt), oil (Mt), natural gas
(millions of tonnes of oil equivalent, Mtoe) and wind+solar (Mtoe); (c) CO2 emissions per capita, in tons
per annum; (d) ratio of CO2 emissions to the capital stock on a log scale, all to 2017.

Panel (a) shows that UK CO2 emissions rose strongly and quite steadily from 1860 till about 1916,
oscillated relatively violently till about 1946 from the sharp depression at the end of World War I, the
General Strike, Great Depression starting in 1930, and World War II, then resumed strong growth till
1970. Following another somewhat turbulent period till 1984, emissions began to fall slowly, accelerating

4

44



 

IMF | Staff Climate Note 33 

 

 

 

capacity, and it now has more than 80 percent of global manufacturing capacity (IEA 2022).57 
These government policies have contributed to a cost decline of more than 80 percent and made 
China the home of the world’s top 10 suppliers of solar PV equipment, boosting the clean energy 
transition.  

As renewable adoption continues 
and firms reap scale economies, 
simulations suggest that these 
declines can be expected to 
continue (Annex Figure 7.2), albeit 
at a slower absolute pace. The 
cumulative production of solar and 
wind technologies are regressed on 
levelized costs of electricity. This is 
then combined with International 
Energy Agency scenario forecasts of 
capacity additions (stated policies and 
net zero-aligned scenarios) suggests 
that costs for renewables could decline 
even further in coming decades. Such 
a continued decline in costs would 
make adoption and hence 
decarbonization easier (though not 
guaranteed) for all countries. 

However, increasing concentration 
in supply chains for renewables 
also creates risks. China’s green 
subsidies and predominant role have 
led to supply-demand imbalances in 
the solar PV supply chain, while its 
share of global key manufacturing 
stages (polysilicon, ingot, and wafer) 
production will soon reach almost 95 
percent, with a single province in 
China (Xinjiang) accounting for more 
than 40 percent of global polysilicon. 
Given the importance of global 
decarbonization, and the role of renewables in it, this geographical concentration in the global supply 
chain is likely sub-optimal. Diversification of the global supply chain for renewables may therefore 
help reduce risks and vulnerabilities of the energy transition. 
 

 
57 International Energy Agency (2022). Special Report on Solar PV Global Supply Chains. 

Annex Figure 7.2. Forecasts of Future Renewables 

Costs (Wind and solar; to 2050) 

 
Source: IMF staff. 
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Figure 3: Investment in New LNG Capacity, 2020-2025 

(Announced projects plus Qatari expansion plans) 

 
Sources: (IEA 2020a); and Staff Calculations 

Further, China and India imports of Russian natural gas and oil surged, on the back of discounted prices from Russia 

(IEA 2023c). The effect of this change in trade pattern on emissions depends on how India and China use the additional 

oil and gas supply. If it just adds to total energy supply, it will have a negative effect on the transition. However, if this 

supply substitutes for coal, emissions will decrease. The net effect of the Russian invasion will thus depend on the 

individual country, but also on the time horizon, as emissions compared to the baseline might change over time. 

At the same time, investments in renewable energy also surged. More than 90 percent of the global growth in electricity 

generation came from renewable energy in 2022 (IEA 2023a). Investment in energy transition technologies reached a 

record high in 2022 (IRENA and CPI 2023). The additional surge in investments into low-carbon technology reinforces a 

long-term trend, see Figure 4. Low-carbon technology investments are on an upward trend since 2010 and have 

overtaken high-carbon investments in 2020. Green investment has become dominant in Europe in the last 10 years, and 

the concerns over energy security are strengthening this trend. In addition to investments, there are also efforts to reduce 

energy demand. For example, the EU’s climate law “Fit for 55” includes raising national energy efficiency targets, 

accelerating the renovation of buildings, and direct informational campaigns to help households cut energy demand. 

Figure 4: Global energy investment 
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breakthrough, more than 85 percent of the emission reduction needed by 2030 can be accomplished with proven low-

carbon technology (Pigato et al. 2020). 

Figure 8: Added capacity of solar power 

(Gigawatt) 

 
Source: International Energy Agency 
Note: The chart represents added electricity capacity of solar PV and CSP from 
(IEA 2022c) and historical World Energy Outlook (WEO) publications. Due to 
data limitations, annual numbers are computed by total increase in capacity 
divided by the number of years for each reported period. 

Despite the success with technology development, reaching net zero emissions by 2050 requires an additional policy 

effort. An obvious point to address is the remaining 15 percent of emissions which require new low-carbon technology 

(Pigato et al. 2020). The sector with the largest need for new technology is agriculture (Pigato et al. 2020, Figure ES.1). 

Additional technology needs arise when considering decarbonization beyond 2030. It will then become necessary to 

tackle the “hard-to-decarbonize” sectors. Examples for these sectors is the production of steel, which currently use coal 

directly to generate sufficient heat. A variety of technologies can be used to decarbonize the sector, including green 

hydrogen, but they are not yet economically viable (IEA 2020b). A strategic policy plan will also be needed to bring down 

the cost for negative emission technology. Negative emission technology will be needed to offset remaining emissions 

and to reduce the high concentrations of greenhouse gases in the atmosphere. 

Climate policy incentivizes the development of low-carbon technology development. This holds both for market-based 

policies (like carbon pricing and feed-in tariffs) and non-market policies (like R&D subsidies and emission limits). 

Regulating emissions is thus an important driver for innovations, no matter which policy is used. Developing a completely 

new technology requires a more long-term approach. New technology requires both government sponsored fundamental 
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Figure 9: EV sales and electricity mix 

EV car sales 

(percent of car sales volume) 

 
Source: IEA, Global EV Outlook 2023 

Note: Electric cars include passenger light-duty battery electric vehicles, 

plug-in hybrid electric vehicles and fuel cell electric vehicles. 

Share of global electricity generation by fuel 

(percent) 

 
Source: Energy Institute, Statistical Review of World Energy 

Note: The final year shown is 2022. 

4.2 Technology diffusion 

Most technology is developed in a small number of advanced economies. Low-carbon innovations in particular are 

concentrated in Germany, Japan and the United States (Probst et al. 2021). For many countries technology acquisition 

happens through technology diffusion. Technology diffusion is not automatic, so countries need to create the right 

conditions. At the same time, technology diffusion can accelerate environmental policy adoption, because it reduces 

compliance cost (Lovely and Popp 2011).  Given the importance of diffusion, advanced economies can support low-

income countries through strong domestic climate policies. Strong climate policies would accelerate technology 

development, which then becomes available to other countries. 

Strengthening technology diffusion is important to facilitate reaching net zero emissions in EMDEs. Technology diffusion 

happens mostly through trade and FDI, so the best way to stimulate the transfer of low-carbon technology (LCT) is by 

stimulating trade and FDI with these technologies. There are two important policy levers to stimulate trade and FDI in LCT 

(Hasna et al. 2023). The first is to implement climate policy. Climate policies in advanced economies generally increase 

FDI outflow, see the left panel of Figure 10. However, while this effect is strong for policies like taxes, it does not apply for 

R&D subsidies. This negative effect might be a short-term effect, which is later compensated by the availability of better 

LCT. Reversely, FDI in destination countries can increase the inflow of green FDI through climate policies, see the right 

panel of Figure 10. The second policy lever to encourage green technology transfers are reductions in trade barriers. 

Reducing trade barriers encourages LCT trade and FDI, further supporting the amount of technology available 

domestically.  
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The policy balance, I

• How do we ensure that the opportunities dominate the challenges?

• Economists have traditionally defended carbon tax and technology-agnostic subsidies.

• Carbon tax: Golosov et al. (2014).

1. Tax proportional to current GDP, damage parameter, and duration of carbon in the atmosphere.

2. Independent of technology, future output, alternative energy, carbon capture, uncertainty, ...

3. Also, rather robust to the mistake of being “pessimistic.”

4. A global carbon tax of around $100/tc will probably get most of what we need.

5. But even a carbon tax of around $25/tc will make a considerable difference.

• See, also, Kotlikoff et al. (2023).
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Annex 2. Why Economists Emphasize Carbon Pricing 

Governments have a central role in decarbonization through shifting incentives. Households 
and firms need to be incentivized to adopt new LCTs while investing in innovation and conserving 
energy. To maximize the effectiveness of incentives, as many margins of behavior need to be 
leveraged. For example, if a 
government is only able to reduce 
emissions through policies that 
restrict driving then for a large 
reduction in emissions social costs 
will be high. But if the government 
can also reduce emissions through 
incentivizing shifts to electric 
vehicles or more efficient gasoline 
vehicles then the same emissions 
reduction can be achieved at a 
lower cost (Annex Figure 2.1).  

Among policies, carbon pricing 
leverages the largest number of 
behavioral responses, and 
hence is the most effective (can 
achieve the largest amount of 
emissions reduction given some 
social cost) and efficient (minimizing 
social costs) single instrument. As a 
result, it is favored by economists as the 
most desirable instrument for 
decarbonization. For example, when 
comparing current NDCs for G20 
countries, a moderate carbon price 
could make a significant contribution to 
achieving countries’ pledges. Though in 
several cases more policies will be 
needed, and in others targets 
themselves are non-binding or easily 
achieved (se previous section) carbon 
pricing can make a large contribution to 
achieving emissions reductions. Pricing 
alone cannot achieve the cuts needed at 
the pace required (see following 
discussion), but among policies it can 
make by far the largest contribution. 

In addition, the potential medium-
term revenues from carbon pricing 
are sizable (Annex Figure 2.2). 

 For example, carbon prices of $50 per 
ton would raise revenues of about 0.5–2 
percent of GDP in 2030 (see Figure 8 in 
Box 1)—revenues are larger in countries 

Annex Figure 2.1. Illustration of Margins of Behavior and 

the Costs of Cutting CO2 Emissions 

 
Source: IMF staff. 
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Source: IMF staff using CPAT.  Note: NDCs assume CO2 emissions are 

reduced in the same proportion to pledged reductions in GHGs. 
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across mitigation responses. Moreover, for high-income countries they may also be higher to the extent that 

marginal abatement costs exceed the $150 per ton ceiling. 

 

The right panel of Figure 2 also shows the effects on so-called domestic environmental co-benefits. In 

particular, the burning of fossil fuels not only leads to climate change, but also creates local air pollution. This 

causes premature deaths, more instances of disease and undesirable health impacts (e.g., strokes and lost 

pregnancies) and reduces labor productivity. Fossil fuel use in transportation, moreover, contributes to 

congestion, accidents, and other transportation externalities. Climate mitigation policies can reduce these 

externalities, yielding localized welfare gains. CPAT quantifies their value, based on extensive data of such 

impacts and information about localized effects. The right panel in Figure 2 shows that domestic environmental 

co-benefits will offset a substantial portion of the higher mitigation costs of climate policy in several countries. 

For some countries, such as China, India, and Indonesia, they even exceed the abatement costs. Hence, these 

countries are better off from a decarbonization policy, even before accounting for climate benefits. For the 

Figure 2. Incremental and Total Mitigation Costs from Equitable Ambition Scenario for 2°C 

 

    

 
Source: Black, Parry, and Zhunussova (2023c). 

Notes: Prices and annual costs are measured relative to a baseline with no new, or tightening of 

existing, mitigation policies. Shadow CO2 prices are truncated at $150 per ton. Actual marginal 

abatement costs will likely be higher for many high-income countries, although uncertainty in this range 

of the cost curve is large. 
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The policy balance, II

• Why technology-agnostic subsidies?

• Technological progress is directed.

• But also unknown.

• Not an idle worry:

• If we had let nuclear energy develop in the 1970s, we would not be here.

• Personally, I assess letting the nuclear technology train pass as one of the largest mistakes humanity has

ever made.
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The policy balance, III

• Political-economy considerations make optimal policies rather difficult to implement.

• Large range of alternative policies:

1. Reduction emissions.

2. Mitigation (and geoengineering?).

3. R&D.

• Unfortunately, most policies selected by governments are too expensive for the results they yield or

even counterproductive (e.g., IRA).

• What about Sinn’s Green Paradox?
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The policy balance, IV

• Most lifestyle changes (e.g., less flying and eating less meat) are at best useless, at worst

counterproductive.

• Effect on total net global emissions is minuscule: not even a rounding error!

• Large negative welfare effects and alienate voters.

• Degrowth ideas are not even wrong.

• Nonetheless, better information (e.g., how to re-design houses to reduce electricity consumption with

minimal effects on welfare) and solving network effects have proven to be useful.
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The policy balance, V

• Using monetary policy/central banks/financial regulation for climate change is truly an awful idea.

• Extremely costly: Abiry et al. (2022).

• It would be the end of the independence of central banks.

• There is plenty of capital out there without the need for “green bonds” or similar.

• The same goes for ESG. Most of it is greenwashing, and the rest is kidnapping shareholders for

private political goals.

• There is, however, a genuine concern about stranded assets.
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Taking stock

• From a purely technological perspective, the problem of climate change has been fixed.

• We have the technology (either already existing or in the short-run pipeline) to achieve net zero at a

reasonable cost.

• And, no, we do not need to do crazy things (like all going vegan) or jeopardize monetary policy.

• Now the issue is merely of political economy: who will pay the bill?

• Of course, this is both optimistic and pessimistic.

• Think about Argentina: we perfectly know what has been wrong with it since 1945, and yet, no

progress has been made.
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Geopolitical fragmentation
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Artificial intelligence



Taking stock

• Effects on long-run growth?

• Effects on wage distribution.

• Effects on capital vs. labor.

• Effects on market power.

• Effects on regulation.

• Existential risk?
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