Population-Based Representations: From Implicit to Explicit

NICOLE C. RUST

ABSTRACT Many of our everyday perceptual and cognitive tasks require our brains to transform information from implicit representations in which task-relevant information exists but in a format that is difficult to extract, into explicit representations in which this information is accessible. For example, determining the identities of objects that are currently in view across naturally occurring variation, such as changes in an object's position, requires our brains to reformat the pattern of light-based representations encoded by our photoreceptors into representations that explicitly reflect object identity. The brain faces similar challenges for other perceptual tasks, such as identifying words spoken by different voices, as well as more cognitive challenges, such as determining whether a chair belongs to the category of furniture. Insight into these challenges, and the brain's solutions, can be understood using geometrical, population-based coding approaches. Once formulated, these population-based descriptions can be linked to the single- and multi-neuron mechanisms that support a successful task solution as well as provide important insights into the computations that the brain uses to process information.

Many of the computations that our brains perform can be restated as transformations of information from implicit representations in which task-relevant information exists but in a format that is difficult to extract, into explicit representations in which this information is accessible. Transformations from implicitly to explicitly formatted information are often required when our brains need to "group" the neural responses to different conditions into sets, and this requirement is ubiquitously present in the tasks that we perform every day. For example, consider the perceptual challenge of identifying the objects that are currently in view. Each of our photoreceptors encodes light intensity at a particular position, and thus the photoreceptor population represents the visual environment as patterns of light. These light patterns can differ substantially with natural variation in an object, such as changes in its position on our retina, or its retinal size as the object moves toward us, yet we have no problems identifying objects across these identity-preserving transformations. This is because our brains successfully "group" all the light patterns that contain the same object and differentiate those from the light patterns that contain different objects (DiCarlo & Cox, 2007; Hung, Kreiman, Poggio, & DiCarlo, 2005a).

The need to group neural responses into sets applies to more cognitive challenges as well. For example, signaling whether an item is a member of a particular category (e.g., whether a chair is a piece of furniture) requires our brains to group the sensory representations of different items (e.g., Freedman, Riesenhuber, Poggio, & Miller, 2001). Moreover, we know that our brains can flexibly group the same items in different ways, depending on task demands, as exemplified by the Wisconsin card sorting task in which subjects are instructed to take a deck of cards and switch between groupings of cards with the same shape, color, and number of items (Berg, 1948). In these and similar cases, our brains transform lower-level population representations in which the task solution exists but is hidden (because the neural responses to the members of different groups are intermingled in the population representation), into higher-level population representations in which the appropriate neural responses are grouped together and the task solution can be extracted.

Understanding neural transformations at multiple levels

Explicit representations tend not to emerge until higher stages of neural processing. In these high-level brain areas, neural response properties tend to be diverse, and this diversity is thought to be advantageous insofar as a population that contains a diversity of neural responses is capable of performing a diversity of tasks (Rigotti et al., 2013). However, response heterogeneity also makes these high-level brain areas difficult to understand using classical single-neuron approaches, which inherently rely on identifying regularities in the response properties of individual neurons across a population (e.g., discovering that the majority of V1 neurons are tuned for orientation).

Inspired in large part by the proposals of David Marr (1982), we and many others have converged on using
a multilevel approach to understand how heterogeneous brain areas process information. Specifically, we have found it useful to begin by taking a population-based approach (Level 1), which has proven to be an effective way to investigate heterogeneous brain areas (e.g., Churchland et al., 2012; Hung, Kreiman, Poggio, & DiCarlo, 2005b; Machens, Romo, & Brody, 2010; Meyers, Freedman, Kreiman, Miller, & Poggio, 2008; Rigotti et al., 2012) as it inherently focuses on how the combined population response reflects a specific type of information. Next, we can use these population-level descriptions to constrain explanations at the response mechanism level (Level 2), where we focus on determining the single and multineuron mechanisms that give rise to the population representation. Finally, we can use both population and response mechanism level descriptions to constrain descriptions at the computational level (Level 3), which seeks to describe the computations that transform signals from one stage to the next. Below we review how we have applied this multilevel approach to understand how the brain reorganizes task-relevant information to make it explicitly accessible, by first describing each level in more detail, followed by its application to two specific examples.

**Level 1—Population representations: Implicit, explicit, and "untangling"**

To envision how a population of neurons might represent information, we begin by considering the population response to some condition (e.g., the visual response to a particular image) at one point in time as a population response vector, defined as the pattern of spike count responses produced by each neuron in the population on a single trial (figure 30.1A). This vector lies in a space whose dimensionality is defined by the number of neurons in the population but is most easily envisioned in a two-dimensional space that corresponds to the responses of just two neurons. Because neurons are noisy, the response vector for a given condition can

**Figure 30.1 Population representations.** (A) The spike count responses for $N$ neurons combine to form a "response vector" of length $N$. This response vector exists in an $N$-dimensional space but is illustrated in the two-dimensional space defined by the responses of two neurons (one dot). Because neurons are noisy, repeated trials of the same condition produce slightly different response vectors, and together all trials form a "response cloud." (B) Shown are the hypothetical responses for a two-way discrimination task that requires parsing the white and black sets of response clouds. Panels show scenarios in which the information required for this task does not exist (left); the information required for this task is present but requires a highly nonlinear population readout (i.e., is implicit or tangled; middle); the information required for this task can be accessed via a linear readout of the population (i.e., is explicit or untangled; right).
fall at slightly shifted positions within the population space, and this distribution is called a population response cloud (figure 30.1A).

Tasks that require the brain to group different conditions (e.g., identify a face across changes in position, size, and pose) amount to associating the response clouds that belong to the same set and differentiating those from response clouds that belong to different sets (DiCarlo & Cox, 2007; DiCarlo, Zoccolan, & Rust, 2012). The amount of total information available in the population to perform such a task depends on the degree to which the response clouds corresponding to different sets are nonoverlapping (figure 30.1B). When information exists in a population, we envision that the brain might group responses to different members of a set by placing decision boundaries in this space that separate the response clouds for different sets (e.g., a boundary that parses the response clouds corresponding to one face presented at different views from the response clouds for all the views of other faces). The shape of these decision boundaries corresponds to the population readout rule required to discriminate these sets based on the population response. These decision boundaries can range from simple rules that correspond to lines or hyperplanes to complex, nonlinear rules that correspond to boundaries that are curved and contorted (compare figure 30.1B, center vs. right). Thus two populations could (in theory) have the same amount of total information to discriminate two sets, but that information could be formatted very differently and require differently shaped decision boundaries to parse them.

The shape of the decision boundary required to extract information determines whether a certain type of information (e.g., object identity) is represented in a manner that is implicit or explicit. "Implicit" information is defined as information that requires a complex, highly nonlinear readout, whereas "explicit" information can be extracted using a simple readout rule (e.g., linear). The rationale behind this distinction is the notion that the entities that extract information from a population of neurons are higher-level neurons, and thus our models of neural machinery can be used to guide our determination about whether a representation is implicit or explicit. The simplest decision boundary, a line or a hyperplane, corresponds to the most basic model of a neuron—one that receives weighted input from a population, followed by a threshold, to produce a response that signals when a particular event occurs (e.g., when a particular object is in view). Slightly more complex decision boundaries correspond to slightly more complex models of readout neurons (e.g., a "bent hyperplane" follows from a model neuron with divisive normalization). However, highly complex decision boundaries are likely to be beyond the machinery that can be implemented by individual neurons and instead reflect scenarios in which the information must be reformatted before it becomes accessible to a neurally plausible readout. Because implicit and explicit information loosely map onto nonlinear and linear decision boundaries, respectively, the reformating process from a nonlinear or "tangled" representation into a linear or "untangled" representation has been coined as "untangling" (DiCarlo & Cox, 2007).

**Level 2—The response mechanisms that support explicit representations**

As a proxy for measuring how a specific type of information is represented by a population, one can measure how well a population of neurons can solve a particular task (with a particular type of decision boundary). Population performance depends on several factors that are largely nonexclusive. First and foremost, population performance depends on the information conveyed by individual neurons. Notably, population performance also depends on population size. To gain some intuition for this relationship, we can calculate how the distance between two population response clouds ("population discriminability") depends on the discriminability of individual neurons. For a two-way classification (e.g., face 1 versus 2) and a linear decision boundary, one can calculate the commonly used measure of single neuron discriminability, $d*$, as the difference between the mean firing rate responses to each set, divided by the pooled standard deviation of the two distributions (figure 30.2A). This single-neuron measure can be extended to a measure of the distance between two response clouds in the population space (the "normalized Euclidean distance," or NED), computed as the square root of the summed squared $d*$ for all neurons (figure 30.2A). Consequently, the distance between two population response clouds increases as a function of the number of neurons in a population, and even small single-neuron $d*$ can translate into large population discriminability given enough neurons.

Population performance also depends on the number of different sets that need to be parsed. Multiway classification problems (e.g., which of 100 possible objects is currently in view?) are often envisioned as multiple two-way classifications (A/not-A, B/not-B, etc.), followed by a "max" operation to determine a population's final answer (figure 30.2B). Thus one can envision that the solution to a multiway classification problem is computed by parsing the population space with multiple
Figure 30.2 Factors that determine population performance. (A) The distance between population-response clouds depends on the information conveyed by single neurons and grows as a function of population size. Shown are the responses of two hypothetical neurons, each with a d' = 3 for two conditions. The normalized Euclidean distance (NED) for these two conditions in the 2D population space can be calculated as $\text{NED} = \sqrt{s^2 + s'^2} = 4.2$. (B) An N-way classification can be envisioned as parsing the population space into N two-way classifications (e.g., A/not A, B/not B, etc.). (C) Noise correlations are determined by the trial-by-trial variability between neurons, and they determine the shape of the individual response clouds. (D) Tuning correlations are determined by the mean firing-rate responses within and across sets, and they determine the relative positions of the different response clouds. For (C) and (D), shown are hypothetical scenarios that include no correlations, correlations that are beneficial because they are aligned to the decision boundary, and correlations that are detrimental because they are perpendicular to the decision boundary.

decision boundaries, each of which separates the response clouds corresponding to one set from all the other sets.

Population performance also depends on “correlations,” which come in two varieties. “Noise correlations,” defined by the correlated trial-by-trial variability between neurons, determine the shapes of the individual response clouds (i.e., uncorrelated noise has a spherical shape whereas correlated noise is oblong; figure 30.2C). Whether this type of correlation is beneficial or detrimental to population performance depends on how these correlations are aligned relative to the decision boundaries (figure 30.2C). In contrast, “tuning correlations” determine how the response
clouds for the different conditions within a set are positioned relative to one another. This type of correlation can also be beneficial or detrimental to population performance, depending on how the response clouds within a set align relative to the decision boundaries (figure 30.2D). See chapter 29, this volume, for a more extensive description of noise correlations and their impact on population representation.

Finally, population performance depends not only on the shape of the decision boundary selected, but also on the details by which the decision boundary is positioned within the population space. For example, a linear decision boundary might be placed midway between the means of two sets of response clouds, or, alternatively, another position along this vector may be more appropriate (e.g., because one set of response clouds has a larger variance). Returning to the notion that higher-level neurons are responsible for reading out neural populations at an earlier stage, these decision boundaries are presumably positioned via the learning rules by which neurons are wired together (discussed in more detail below). Issues related to how classification performance depends on the manner by which decision boundaries are positioned can be informed by the rich engineering literature focused on machine learning and information processing (e.g., Manning, Raghavan, & Schütze, 2008). In practice, absolute population performance values depend on many factors, including the number of classifications, the number of neurons, the specific details about the classification scheme and its optimization, and thus it is often difficult to interpret absolute levels of performance (i.e., "75% performance" means little by itself). Thus population performance values are almost always studied as comparisons with these parameters fixed—for example, between different populations of neurons or between different conditions within the same population.

Level 3—The computations that produce explicit representations

In comparison to the other two levels, understanding the computations that the brain uses to transform information is probably the most challenging. This is because the other two levels tend to lend themselves more to pure data-analysis approaches (e.g., a comparison of classifier performance for two populations), whereas arriving at a computational description most often involves the more challenging task of finding and fitting a model that is sufficiently simple to be constrained by the data but at the same time is sufficiently complex to provide a good account of most neurons. One popular approach attempts to describe the response properties of neurons within a brain area using variants of the "linear-nonlinear" (LN) model, in which the computations performed by individual neurons are described as a weighted sum of the firing rate responses from an input brain area, followed by the application of an instantaneous non-linearity (e.g., thresholding) to produce an output firing rate response. Due to the relative simplicity of this type of model, one can often identify regularities across the models fit to different neurons and arrive at an intuitive yet accurate description of "how" the response properties of neurons in a particular brain area are constructed from the responses of the input population (Adelson & Bergen, 1985; Carandini et al., 2005; Heeger, 1993; Rust, Mante, Simoncelli, & Movshon, 2006; Rust, Schwartz, Movshon, & Simoncelli, 2005; Simoncelli & Heeger, 1998). See chapter 29, this volume, for a more extensive description of the LN model concept.

One attractive proposal that can be regarded as an extension of the LN model concept is that each cortical brain implements the same "canonical" computation, albeit with different inputs, and thus achieves different goals (Douglas & Martin, 1991; Fukushima, 1980; Heeger, Simoncelli, & Movshon, 1996; Kohn & Poggio, 2008; Riesenhuber & Poggio, 1999). The appeal of this idea arises in part from the fact that iterative stacks of simple, LN canonical computational elements are known to be capable of powerful computations, including untangling (Fukushima, 1980; Riesenhuber & Poggio, 2000; Serre, Oliva, & Poggio, 2007), and one can envision how these computational elements might arise from relatively simple genetic programming. As a refinement of these ideas, some have proposed that we should focus on identifying whether a particular canonical quantity is optimized at each stage of processing through a learning process, such as the degree to which input responses are locally untangled within subpopulations of neighboring neurons (DiCarlo et al., 2012).

The ideas associated with each of these levels of explanation are elaborated in more detail below, where we describe two examples of how complementary descriptions at the population, response mechanism, and computational levels have been combined to understand how the brain transforms task-relevant information from an implicit format into an explicit representation.

Example 1—Explicit representations of object identity

Level 1: Population Representations of Objects

One example in which the brain is thought to untangle information is the case of invariant object recognition.
Information about objects is processed in the primate brain along the ventral visual pathway, a hierarchically arranged collection of neural structures that includes the retina and lateral geniculate nucleus (LGN) as well as cortical brain areas V1, V2, and V4 and inferotemporal cortex (IT; Felleran & Van Essen, 1991; reviewed by DiCarlo et al., 2012). Within each structure, the response vectors corresponding to all possible identity-preserving transformations of the same object (e.g., changes in position, scale, pose, etc.) define an object manifold (DiCarlo & Cox, 2007). As described above, the population of photoreceptors represents the visual scene as patterns of light, and because natural object variation produces markedly different light patterns, the manifolds for different objects are “tangled” in the photoreceptor representation. Thus, to extract object identity information, the brain must untangle these signals. To evaluate where and how the brain accomplishes this, we and others have recorded and/or simulated the responses of neurons within different ventral visual pathway brain areas to images of objects presented at different positions and sizes and within different background contexts (figure 30.3A; Hung et al., 2005a; Li, Cox, Zoccolan, & DiCarlo, 2009; Rust & DiCarlo, 2010). We then evaluated the degree to which object identity was explicitly represented at each stage by probing how well a linear decision boundary could separate the responses corresponding to one object from the others using a cross-validated linear classification scheme (figure 30.3B). These results revealed that a linear readout of object identity applied to the IT population performs robustly with only a few hundred neurons and that the IT population performs invariant object recognition tasks much better than real or simulated populations at earlier stages, such as V1 and V4 (figure 30.3C; Hung et al., 2005a; Freiwald & Tsao, 2010; Li et al., 2009; Rust & DiCarlo, 2010; figure 30.3A). These results support the notion that the ventral visual pathway reformats object manifolds to make object identity explicit at its final stage (DiCarlo & Cox, 2007).

Figure 30.3. Explicit representations of object identity. As reported by Rust and DiCarlo (2010). (A) A subset of images used to probe the representation of object identity across identity-preserving transformations, in V4 and the inferotemporal cortex (IT). In total, 10 objects were presented under six different transformations that included changes in the objects’ position, size, and background context. (B) The problem of invariant object recognition can be formulated as multiple, two-way classifications (see also figure 30.2B). (C) Object classification performance in V4 and IT using a linear readout, reprinted from Rust and DiCarlo (2010). (D) Firing-rate response surfaces for 10 objects presented under six different transformations for one example V4 neuron that is not linearly separable, and one example IT neuron that is linearly separable. Single-neuron linear separability translates into the preservation of object preferences across these transformations, or equivalently a separable response matrix.
Level 2: The Response Mechanisms Underlying Object Recognition

What single-neuron responses correspond to "tangled" and "untangled" object manifolds? At the final stage of the pathway (in IT), neural responses across transformations (i.e., for changes in position) tend to change in a manner that maintains their rank-order selectivity preferences for objects across identity-preserving transformations (Ito, Tamura, Fujita, & Tanaka, 1995; Zoccolan, Kouh, Poggio, & DiCarlo, 2007). This property, coined tolerance, translates into single-neuron response surfaces that correspond to different object identities presented at different transformations that are linearly separable, or "untangled" (figure 30.3D; Li et al., 2009; Rust & DiCarlo, 2010). In contrast, at early stages of the ventral visual pathway, such as the retina, LGN, and V1, neurons have small receptive fields that are activated by simple light patterns, and the object identity response surfaces at earlier stages of the pathway are non-linearly separable, or "tangled" (figure 30.3D; Li et al., 2009; Rust & DiCarlo, 2010). These non-linearly separable responses within individual neurons translate to population object manifolds that are "tangled" together, similar to pieces of paper crumpled into a ball. Similarly, the untangled single-neuron responses observed in IT translate into object manifolds that are more "untangled," in that they are both more flat and are more separated from one another. At intermediate stages of processing, such as V4, neurons appear to have intermediate response properties, consistent with gradual untangling along the pathway.

Level 3: The Computation of Object Identity

The gradual transformation from the tangled, light-pattern representation encoded by the eye into the untangled representation of objects found in IT is often envisioned as an iterative cascade of two types of computations: selectivity and invariance. Selectivity computations combine inputs (that each respond to different visual features) with what is often described as an "AND-like" operation to create a neuron that responds more robustly to the conjunction of the features (e.g., features A and B presented together) than the response predicted from the features presented individually (e.g., the response to feature A alone + the response to feature B alone). Selectivity computations are responsible for transforming the representation from its pattern-of-light based form into one based on the conjunctions of visual features that define objects. In contrast, invariance computations act with what is often described as an "OR-like" operation to create neurons that respond whenever any of the features encoded by any of its inputs are in view. Invariance computations are responsible for transforming the small receptive fields found in the eye into the larger receptive fields found at higher stages of the pathway and, similarly, for creating tolerances for the other identity-preserving transformations (e.g., size and background context).

Prototypical examples of selectivity and invariance computations are those used to describe the construction of V1 simple and complex cells (Hubel & Wiesel, 1962). In this description, V1 simple cells implement selectivity operations on the LGN inputs to produce an orientation-selective response. Next, V1 complex cells implement polarity (i.e., light/dark) invariance by combining simple cells tuned for the same orientation. Together, these two operations accomplish a small amount of "untangling" in the visual representation by transforming it from the centersurround representation found in the LGN to one based on local orientation partially invariant to polarity and position. Models of biological object recognition have extended this selectivity/invariance framework to an iterative, hierarchical cascade of these operations that loosely maps onto the processing thought to occur at different stages of the ventral visual pathway (Fukushima, 1980; Riesenhuber & Poggio, 1999; Serre et al., 2007). These relatively simple hierarchical models are largely successful at producing an "untangled" representation of object identity at their highest stage. However, they cannot completely account for human object-recognition performance, and some have speculated that doing so will require a deeper, more systematic exploration of this large class of models (DiCarlo et al., 2012).

For a complementary perspective on the neural computations underlying invariant object recognition, we can consider how the ventral visual pathway might "wire itself up" to untangle information about object identity. The scheme described above implies that neurons learn to appropriately position the decision boundaries at each stage such that object identity is ultimately untangled. How might these boundaries be determined? One proposal is that the brain might exploit the fact that the identities of the objects that are in view tend to change more slowly than the specific light patterns encoded by the eye (Foldiak, 1991; Stryker, 1992; Walls & Rolls, 1997; Wiskott & Sejnowski, 2002). This notion incorporates both changes due to variation as objects move as well as changes in the light patterns produced by a moving observer. For example, when we move our eyes to scan a scene and across saccades, the same object is likely to fall at different positions on our retina, thus producing different light-pattern representations and adjacent points in time.

These naturally occurring temporal contiguity cues can instruct the building of tolerance to identity-preserving...
transformations. In the population-based description presented in figure 30.3A, the notion is that the response vectors that are produced by the retina at points close together in time tend to be those that correspond to identity-preserving image variation. Thus, a learning rule that attempts to produce similar patterns of neural responses at points close in time can achieve the larger goal of creating an untangled object representation. Experiments targeted at testing these ideas have manipulated the statistics of temporal contiguity cues within the sensory input (e.g., by changing object identity across saccades) and directly evaluated the impact of these manipulations on human behavioral judgments (Cox, Meier, Oertelt, & DiCarlo, 2005) and neural responses in IT (Li & DiCarlo, 2008, 2011). The results of these experiments support the notion that invariant object recognition mechanisms are shaped via an unsupervised learning process, and they suggest that even in the adult brain, invariant object representations are constantly being recalibrated.

Example 2—Explicit representations during target search

**Level 1: The Population Representation of Target Matches** The need to reformat task-relevant information to make it explicitly available is not confined to the realm of perception (i.e., determining the content of the sensory environment), but naturally extends to more cognitive tasks as well. One example is the case of finding target visual objects. Finding a target object, such as your wallet, requires your brain to not only determine the items you are looking at, but also to compare this visual representation with a working memory representation of what you are looking for. To act on the event of finding your target, your brain must transform this information into an "I found it" signal that reports when a target is in view, no matter what that target is (e.g., a neuron that fires when you view your wallet or your car keys, but only when you are looking for those items and not when you are looking for other things). Creating such a signal requires nonlinear computation (i.e., conjunctions of visual and working memory information) and, before these signals have been appropriately combined, the representation of whether a currently viewed object is a target match or not will be tangled.

While the process is not well understood, visual and target-specific information are thought to be combined at middle to higher stages of the ventral visual pathway (i.e., V4 and IT), where the firing rate responses of neurons are largely visual, but are also modulated by changing the identity of a target (e.g., Eskandar, Richmond, & Optican, 1992; Haenny, Maunsell, & Schiller, 1988; Miller & Desimone, 1994). To evaluate the degree to which target match signals are explicitly represented within and just beyond the ventral visual pathway, we recorded the responses of neurons in IT and one of its projection areas, perirhinal cortex (PRH), as monkeys performed a task in which they had to indicate when a target image appeared within a sequence of distractor images (figure 30.4A; Pagan, Urban, Wohl, & Rust, 2013). We then evaluated the degree to which each population could distinguish the same images presented as targets and as distractors with a linear readout by applying a cross-validated linear classification scheme (figure 30.4B). We found that PRH performed this task better than IT, suggesting that PRH has more untangled target match information (figure 30.4C).

More untangled target match information in PRH as compared to IT could follow from a scenario in which PRH has more total information for this task than IT because it receives information that IT does not (compare figure 30.1B, left vs. right). Alternatively, more untangled target match information in PRH could follow from a scenario in which the two areas have similar total information, but that information is more tangled in IT and more untangled in PRH (compare figure 30.1B, center vs. right). To discriminate between these alternatives, we measured the amount of total target match information using an ideal observer classifier whose performance depended on the distance between the response clouds for target matches and distractors but not on the relative positioning of response clouds within each set. We found total information to be similar in IT and PRH, consistent with a description in which visual and working memory information are combined within or before IT in the ventral visual pathway in a largely working memory fashion, and then this information is sent to PRH, which then untangles it.

**Level 2: The Response Mechanisms Underlying Target Search** As described above, finding a specific target requires the brain to compare visual and working memory signals. Within both IT and PRH, we found example neurons whose responses reflected pure versions of these signals, as illustrated by firing-rate response matrices defined by each image viewed in the context of every image as a target, where visual and working memory signals are represented with vertical and horizontal matrix structures, respectively (figure 30.4D). The solution to the monkeys' task required differentiating target matches, which fall along the diagonal of these response matrices, from distractors, which fall off the diagonal, and we also
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FIGURE 30.4 Explicit representations during target search. As reported by Pagan et al. (2013). (A) Monkeys performed a delayed match to sample task in which a cue image was presented, followed by a random number of distractor images and then a target match. The task required the monkeys to fixate throughout the presentation of the distractors and make a downward saccade in response to the match. The experimental design involved presenting four images in all possible combinations as a visual stimulus and a target. Throughout the figure, the different images are indicated with different shapes, with target match conditions in black and distractors in white. (B) This task can be formulated as a two-way classification of the same images presented as target matches and as distractors. For simplicity, only a subset of the conditions is depicted. (C) Target match/distractor linear classification performance measured in IT and perirhinal cortex (PRH; reprinted from Pagan et al., 2013). (D) Firing-rate response matrices for four example neurons (left). Amounts of each type of signal as function of time relative to stimulus onset and averaged across each population, computed via a bias-corrected, ANOVA-like decomposition (right, described by Pagan et al., 2013). (E) A linear-nonlinear model provided a good account of the transformation from IT to PRH. This model untangled target match information by combining IT neurons that had tuning correlations for target matches and distractors that were asymmetric (e.g., positive tuning correlations for target matches and negative correlations for distractors are shown in this hypothetical example). Pairing such neurons with appropriate weights resulted in a rotation in the population space that resulted in variance differences between the firing-rate response distributions to target matches and distractors (depicted at the bottom and left of the plot). These variance differences were then exploited to increase linear separability via an instantaneous nonlinearity that included thresholding and/or saturation.
found neurons with diagonal matrix structure. These included neurons that responded to individual images but only when they were presented as targets, which were found in both IT and PRH, as well as a handful of compelling PRH neurons that responded whenever any image was presented as a target (figure 30.4D, "diagonal"). Notably, the intuitive neurons described above were more the exception than the rule in both brain areas, as we found that most neurons were heterogeneous and difficult-to-describe mixtures of different types of signals (not shown). To quantify the magnitudes of different types of signals within each population, we developed a method to parse the responses of each neuron into different types of signals (e.g., visual, working memory, and diagonal; figure 30.4D), and we used these quantifications to constrain our models of how signals were reformatted between IT and PRH, as described below. This analysis confirmed that higher performance in PRH as compared to IT corresponded to an increased amount of diagonal structure within the response matrices of PRH neurons (figure 30.4D), consistent with other types of IT signals that were reformatted into diagonal signals in PRH. We also investigated whether noise correlations might contribute to higher PRH population performance by analyzing the responses of small, simultaneously recorded populations, but we found no evidence for that in our data. This result is likely due to the fact that performance in this task is more limited by the separation of the responses to different target match and different distractor conditions, which must be grouped together (figure 30.2D), than it is by the noise correlations, which determine the shapes of the individual response clouds (figure 30.2C).

**Conclusion**

Many tasks require our brains to group neural responses via transformations from implicit representations in which the responses to different sets are intermingled into explicit representations in which these groupings can be easily accessed. While described above for the specific problem of object recognition, the challenge of transforming the elemental representation encoded by our sensory receptors into an explicit representation of the content in our environment is a common perceptual problem. Other examples include identifying motion direction invariant to the moving pattern (Movshon, Adelson, Gizzi, & Newsome, 1985); determining the relative depths (Thomas, Cummings, & Parker, 2002; Umeda, Tanabe, & Fujita, 2007) or tilt (Nguyenkim & DeAngelis, 2003) of two surfaces independent of absolute depth; and independently determining the pitch and location of a sound (Walker, Bizley, King, & Schnupp, 2011). Similarly, target search is one instantiation of a larger class of "cognitive flexibility" problems in which the brain must flexibly switch between different states (in this case between different
visual targets) by modifying its task-relevant working memory signals. To solve these tasks, the brain must combine task-relevant working memory and sensory information in a manner that ultimately produces an explicit representation that indicates when the state of the environment matches the task goals.

A complete understanding of how the brain transforms implicit information into an explicit format requires a complementary approach at multiple levels of explanation. For at least two tasks, identifying objects and flexibly switching between different visual targets, explicit representations are produced in high-level brain areas (IT and PRH), in which neural responses are heterogeneous and difficult-to-understand mixtures of different types of information. To describe how the brain solves these tasks, we have found it useful to first constrain explanations with population-level descriptions, followed by a determination of the specific single-neuron response mechanisms that give rise to those population representations. We have found that both types of data, in turn, provide useful and important constraints for computational-level descriptions of how the brain reformat specific and processes information.
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