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People make judgments about thousands of different objects and concepts on a day-to-day basis; however, capturing the knowledge that subserves these judgments has been difficult. Recent advances in computational linguistics are filling this gap, as the statistics of language use yield rich, distributed semantic representations for natural objects and concepts. These representations have been shown to predict semantic and linguistic judgments, such as judgments of meaning and relatedness, and more recently, high-level judgments, including probability judgment and forecasting, stereotyping and various types of social judgment, consumer choice, and perceptions of risk. Distributed semantic representations are now a key component of computational models that represent knowledge, make evaluations and attributions, and give responses, in a human-like manner.
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Representation and judgment
Understanding how people judge, evaluate, and make attributions about objects and concepts is a fundamental goal across the behavioral sciences. Central to this research is the analysis of naturalistic targets of judgment — people, places, and things in the world. Artificial experimental stimuli may be useful to tease apart psychological and neural processes, but many behavioral scientists aim to be able to predict the types of everyday judgments that influence the lives of individuals, and the functioning of societies and economies.

This real world focus has imposed a set of unique challenges. What people know about and associate with natural objects and concepts is not directly accessible to researchers, making it difficult to study the many important types of judgments that people make on a day-to-day basis. How can we uncover semantic representations for targets of everyday judgment, such as household objects, food items, consumer products, or political candidates? How can we use these uncovered representations to predict people’s judgments, evaluations, and attributions for these targets, and to characterize the complex web of associations that underlie responses and behavior?

Psychologists have developed a number of techniques for uncovering and quantifying representations for natural entities. However, until very recently, these have all involved explicit participant responses obtained through surveys and experiments. Thus, for example, techniques relying on multi-dimensional scaling [e.g. Ref. 1] elicit pairwise similarity ratings from participants, and, through dimensionality reduction, uncover a small number of latent dimensions of semantic representation for the rated items (corresponding perhaps to some intuitive features of the items). Other techniques simply ask participants to list the features that they think are important for each item [e.g. Ref. 2]. The need for explicit participant responses and the difficulty of implementing these methods on a large scale mean that they can only be used to generate relatively impoverished representations for a small number of items.

Fortunately, the past few years have seen the development of a new set of powerful techniques for uncovering and quantifying semantic representations. These techniques, and their underlying theoretical assumptions, are referred to by the term distributional semantics (DS), as they propose that semantic representations are reflected in, and can be recovered from, the statistical distribution of words in language. With the recent availability of large scale natural language data, and increased computational power, we are now able to get especially rich and comprehensive distributed semantic representations for millions of objects and concepts (without the need for any explicit participant ratings data). This has opened up new avenues for studying naturalistic human judgment, and made it feasible to build computational models that represent knowledge, make evaluations and attributions, and give responses, in a human-like manner. This paper will provide a summary of these models, with a focus on their applications to human judgment and behavioral science. Other recent reviews provide a more comprehensive overview of the statistical and computational underpinnings of DS models, the differences between
different algorithms for building DS models, and the technical steps necessary to apply these algorithms on natural language data [e.g. Refs. 3,4].

**Distributional semantics**
The core idea underlying distributional semantics (DS) is that word meaning and knowledge are reflected in the distribution of words in language, with closely associated words occurring in similar linguistic contexts. For instance, the words ‘big’ and ‘large’ rarely co-occur immediately, but are used interchangeably to refer to similar sizes of objects. These co-occurrences allow distributional semantic models to discern that the two words are related to each other. Recent applications of this idea use word-context co-occurrence relationships to derive high-dimensional vector representations for words, so that objects and concepts with similar word vectors in the underlying semantic space, are predicted to be associated with each other. In Figure 1, we present a hypothetical three-dimensional semantic space and show how this space can be used to measure the association between various objects and concepts.

There are, by now, many different algorithms for building semantic spaces [e.g. Refs. 5–9]. Some of these algorithms measure word-context co-occurrence, and using various unsupervised techniques, derive word vectors to preserve measured co-occurrence relationships. Others attempt to predict word-context co-occurrence and thus derive word vectors in a seemingly supervised manner. Understanding the core differences between these two classes of methods (and determining whether or not they are actually different) has been a key focus of recent research in computational linguistics and cognitive science [e.g. Refs. 10,11].

One aspect of DS that has made it especially valuable to researchers across different fields is the wide availability of off-the-shelf vector representations. These representations have been trained on very large corpora using sophisticated computational methods, and have rich representations for millions of words and phrases. However, they can be downloaded and applied with ease by non-experts to novel domains [12], see also Refs. 13 and 14 for more recent examples of pretrained DS models with powerful ‘transfer learning’ applications.

**Semantic judgment**
DS models have a number of practical applications in natural language processing and artificial intelligence. However, this approach is also based on foundational ideas in linguistics [15] as well as core theories in cognitive science regarding the nature of semantic memory and learning from episodic experience [4,11]. This makes DS a theoretically grounded tool for predicting human judgment. Indeed, much of the research on DS, both in cognitive science and in computer science, has focused on building models that are capable of mimicking human responses in synonym judgment tasks [e.g. Refs. 5,16], similarity judgment tasks [e.g. Ref. 17], and tasks

---

**Figure 1**

Twelve concepts in a hypothetical three-dimensional semantic space (left). Such spaces are derived from the distribution of the words in natural language data. Proximity on this space captures the association between concepts (right): Here Nuclear Power is more associated with Apocalypse than with Celebration. This can be used to predict semantic and linguistic judgments for these concepts (e.g. concepts that are judged to be related to Nuclear Power); memory effects (e.g. the concepts that are activated when the individual is primed with Nuclear Power), as well as high-level judgments (e.g. peoples’ perceptions of the risks of Nuclear Power).
involving judgments of semantic relatedness and association [18,19]. The rich semantic knowledge possessed by DS representations also makes them useful for modeling other phenomena related to semantic memory, and recent work has used this approach to study priming and lexical access [11*,20–26], as well as free association, semantic search, and list recall [6,11*,12*,27–31]. Even analogical judgments can be predicted by vector arithmetic (e.g. king – man + woman ~ queen) [7,8], suggesting that DS representations are capable of representing relational similarity.

Although models of distributional semantics do appear to encode realistic semantic representations, there are settings in which their predictions deviate from the judgments made by human participants, and understanding how to address these deviations is an important topic of ongoing inquiry. One such setting pertains to asymmetries in semantic representation. Human similarity judgment displays systematic asymmetries (with object A being considered similar to object B, but object B not being considered similar to object A, but see Ref. [32] for a large-scale failure to replicate asymmetries in similarity judgments), and often violates the triangle inequality (with the judged dissimilarity of object A and object C being greater than the judged dissimilarity of object A and object B plus the judged dissimilarity of object B and object C). Simple geometric measures of distance in semantic spaces, which are often used to predict semantic judgment (e.g. Figure 1), are unable to easily account for these patterns [33–35]. Many DS models also fail to accurately predict human responses in similarity judgment tasks which control for the effect of association [17], when similarity judgments are applied to verbs rather than nouns [36], and when similarity judgments involve antonyms [37] and hypernyms [38]. It seems that most standard DS models are best at capturing association (or, more generally, semantic relatedness), rather than similarity.

**High-level judgment**

Associations are considered to be at play in a variety of high-level human judgments, making DS models applicable across many areas of psychology and cognitive science, including those that are not explicitly semantic or linguistic. For example, association-based assessments of representativeness (that is, similarity in representation for judgment-related concepts) have been shown to play a key role in probability judgment, largely by guiding automatic ‘intuitive’ responses. According to this insight, a recent work has used distances in semantic spaces (as in e.g. Figure 1) to predict associations, and in turn, participant probability assignments for naturalistic events [39**]. Similar methods have also been used to predict factual judgment, both in the lab and in the real-world [39**,40]. Interestingly, associations derived from DS models predict both when participants are likely to give correct judgments and when they are likely to make mistakes (such as when the most associated response is incorrect).

Another area in which associative processing plays a fundamental role is social judgment, and DS models have recently been shown to encode the types of associative biases responsible for social stereotypes and prejudices [41**,42–44]. Interestingly, this work finds the parameters of the semantic models that are best at representing social information, are also the ones that lead to the most detrimental social biases [44]. As DS models are used for a variety of artificial intelligence applications, researchers have also been developing techniques to debias learnt representations [43].

The fact that DS representations encode human-like associations has one intriguing implication: by training DS representations on different corpora we can infer the associations that would be possessed by groups of people differentially exposed to – or responsible for producing – those corpora, and by doing so, infer differences in high-level judgments across these groups. Drawing on this insight, recent applications of DS models have attempted to study differences in social, political, and moral associations pertaining to media bias and social media structure [45–51,52*]. Other work has trained DS models on historical language data, to study changing gender, class, and ethnic associations over time [53**,54,55]. It is important to note that much of this analysis would not be possible using standard techniques in the behavioral sciences, that rely on explicit human responses (e.g. it is impossible to go back in time to survey gender associations in the early 20th century).

A final application of DS models to human judgment involves the analysis of complex judgments that are not necessarily associative. These types of judgments cannot easily be predicted using measurements of distance in semantic space, as in Figure 1. However, as these judgments nonetheless rely on semantic representations, it is possible to learn a mapping from the high-dimensional semantic space to the judgment domain in consideration. With training data, this approach is able to generate highly accurate predictions for different types of complex judgments, including judgments of desirability for multi-attribute choice items [56] and perceptions of risk for naturalistic hazards [57*].

**Related and future work**

Although we have focused on human judgment, DS models have important applications in many areas of cognitive and behavioral science. As in the DS studies of complex judgments just mentioned [57*], psycholinguistic properties of words, including age of acquisition, concreteness, and valence, have been predicted from DS models with a high degree of accuracy by regressing psycholinguistic ratings directly on word vectors [58–61]. Word vectors have even
been used to uncover the neural maps of semantic representations by linking word vectors to brain signal elicited by those words [62–64].

While, as described above, DS models have been quite successful at modeling cognition and behavior, there are (at least) three major directions of future research that will be relevant to human judgment. The first is finding ways to use distributional semantics to represent the meaning of not just single words or frozen phrases, but novel multi-word phrases, sentences, paragraphs, and documents. This is the challenge of so-called ‘compositional distributional semantics’ [65–68, also see Refs. 13 and 14, which offer powerful pre-trained DS representations for multi-word texts]. While effective and scalable methods for delivering representations at the phrase level and above are an active area of research in computational linguistics, such representations will also be very useful for modeling human evaluations and assessments of complex propositions, and eventually, human reasoning and problem solving.

The second avenue of research is combining distributed word representations with perceptual data. In one approach to this problem, perceptual/visual information is collected in parallel to corpus-based word representations, and then both pieces of information are independently used to predict and explain cognitive and behavioral phenomena [69–71]. Applying these techniques to the study of human judgment will be critical, as knowledge of judgment entities is obtained not just through linguistic experience, but also through direct experience with these entities in the world.

It is also important to note that there are other approaches to building models of semantic representation, including approaches that use other types of data (e.g. word association norms elicited from experimental participants or links between Wikipedia articles, instead of natural language), and approaches that rely on alternate mathematical structures (e.g. networks instead of spaces) [72–74]. Different approaches have different strengths, and the best models of knowledge and association in human judgment are likely to be those that rely on multiple sources of data and permit multiple types of representations.

Conclusion

In summary, distributional semantics (DS) offers a powerful new technique for uncovering the knowledge representations at play in human cognition and behavior. These representations can be used to predict semantic and linguistic judgment (e.g. judgments of relatedness, and in some cases, judgments of similarity and analogy), as well as high-level judgment (e.g. judgments of probabilities, forecasts for events, social associations, stereotypes and prejudice, consumer choice, and risk perception). Other applications of DS include measuring the psychological properties of text, estimating historical associations and judgments, estimating psycholinguistic properties of words, and specifying the neural underpinnings of semantic cognition. The near future will see the development of richer DS representations that are obtained from perceptual and lexical data sources, and are capable of representing complex words and phrases. These representations will in turn facilitate the development of powerful, accurate, and domain-general computational models of cognition and behavior, capable of making human-like judgments for a wide array of naturalistic judgment targets.
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