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Abstract
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1. Introduction

The seminal papers by Mandelbrot (1963) and Fama (1965) spurred a large, and still rapidly evolving, research program into the distributional characteristics of speculative returns. Consistent with the notion of efficient capital markets, the majority of the early work found that daily returns on most actively-traded instruments are approximately serially uncorrelated, a conclusion that is still hotly debated, but arguably a good first approximation to modern capital markets. Meanwhile, following the original contribution by Engle (1982), focus shifted toward return volatility, as opposed to returns themselves. It is now widely agreed that, although daily and monthly returns are approximately unpredictable, return volatility is highly predictable, a phenomenon with sweeping implications for financial economics and risk management.¹

Of course, asset return volatility is inherently unobservable. Most of what we know about volatility has been learned either by fitting parametric econometric models such as GARCH, by studying volatilities implied by options prices in conjunction with specific option pricing models such as Black-Scholes, or by studying direct indicators of volatility such as ex-post squared or absolute returns. But all of those approaches, valuable as they are, have distinct weaknesses. For example, the existence of competing econometric volatility models with different properties, e.g., GARCH versus stochastic volatility models, suggests misspecification; after all, at most one of the models could be correct, and surely, none of the models is strictly correct. Similarly, the well-known smiles and smirks in volatilities implied by Black-Scholes prices for options written at different strikes, as well as the non-constant term structure of implied volatility, provide evidence of misspecification of the underlying model. Finally, direct indicators, such as ex-post squared returns, are contaminated by measurement error, and Andersen and Bollerslev (1998a) document that the variance of the “noise” typically is very large relative to the “signal.”

In this paper, motivated by the drawbacks of the popular methods and models, we provide new and complementary measures of daily asset return volatilities. The mechanics of our methods are simple: we estimate daily volatility by summing high-frequency intraday squared returns. The resulting volatility estimates are valid under quite general conditions, which we delineate. Moreover, under those conditions, the volatility estimation error is in principle under our control and can be made arbitrarily small, by summing sufficiently finely sampled intraday returns. The resulting small amount

¹ The literature on the subject is huge; recent surveys include Bollerslev, Chou and Kroner (1992), Bollerslev, Engle and Nelson (1994), and Ghysels, Harvey and Renault (1996).
of measurement error in our daily volatility estimates means that for practical purposes we can treat the
daily volatility as observed. We do so, and we proceed to examine directly the distributional
characteristics of daily, weekly, and monthly volatility. The key insight is that because volatility is
effectively observed, we can characterize both its marginal and conditional (dynamic) aspects using a
variety of much simpler techniques than the complicated econometric models required when volatility
is latent.

Our analysis is in the spirit of, and directly extends, the early contributions by French, Schwert and
Stambaugh (1987) and Schwert (1989, 1990a, 1990b). We progress, however, in a number of
important ways. First, we provide rigorous diffusion-theoretic underpinnings for the volatility
measures. Second, much of our analysis is multivariate; we develop and examine measures not only of
return variance but also of covariance. Finally, our empirical work is based on a unique high-frequency
dataset consisting of ten years of continuously-recorded five-minute returns on two major currencies.
These high-frequency return series enable us to compute and examine the daily volatilities, which play
a central role in the burgeoning volatility literature.\(^2\) The daily frequency of observation is low enough
such that the problems of intraday calendar effects and the coarseness of transactions time need not be
dealt with explicitly, yet it is high enough such that the volatility dynamics are omnipresent. In
particular, the persistent volatility fluctuations of interest in risk management, asset pricing, portfolio
allocation, forecasting, and analysis of market microstructure effects are very much present in daily
returns.

We proceed as follows. The next section provides a formal justification for our volatility measures.
In Section 3, we discuss the high-frequency Deutschmark - U.S. Dollar (DM/$) and Yen - U.S.
Dollar (Yen/$) exchange rates that provide the basis for our empirical analysis, and we also detail the
construction of our realized daily variances and covariances. In Section 4, we characterize the
unconditional distributions of the daily volatilities, while Section 5 explores the conditional
distributions, including long-memory features. In Section 6, we explore issues related to temporal
aggregation and scaling in relation to long memory. Section 7 concludes with a summary of our main

\(^2\) The literature has steadily progressed towards the use of higher-frequency data and better ex-post volatility measures. For
instance, Officer (1973) uses monthly stock returns to compute a rolling 12-month standard deviation, whereas Merton (1980)
employs monthly data and a rolling 12-month standard deviation over 1926-1978, and, importantly, also suggests the use of
daily returns to estimate monthly standard deviations over a shorter sample from 1962-1978. Similarly, French, Schwert, and
Stambaugh (1987) rely on daily stock returns to calculate monthly standard deviations over 1928-1984. Moreover, Schwert
(1990b) uses 15-minute returns to estimate daily NYSE standard deviations from 1983-1989, although that analysis was not his
primary focus. Finally, Hsieh (1991) and Fung and Hsieh (1991) analyze time series of daily standard deviations constructed
from 15-minute futures returns. However, all these studies are strictly univariate and provide no formal justification for the
approach.
Moreover, Figlewski (1997) argues that even if a drift is operative, it may be preferable to set it to zero rather than to estimate it, because doing so will introduce only a small bias while achieving a large variance reduction.

2. Volatility Measurement: Theory

Here we define and examine the notion of integrated volatility, and its estimation by realized volatility. In particular, we provide a rigorous diffusion-theoretic motivation for the use of realized volatility measures, at daily and lower frequencies (e.g., weekly, monthly), constructed using very high-frequency intraday returns. We discuss in detail the benchmark case of a univariate diffusion, after which we introduce jumps and multivariate aspects, all of which are accommodated by the theory.

Integrated and Realized Volatility for a Univariate Diffusion

Our empirical measures of volatility build upon the recent ideas and theoretical results for continuous-time stochastic processes in Andersen and Bollerslev (1998a) and Barndorff-Nielsen and Shephard (1998). In particular, consider the following representation for the continuous-time logarithmic price process \( p_t \),

\[
dp_t = \sigma_t \, dW_t,
\]

where \( t > 0 \), \( W_t \) denotes a standard Brownian motion, and \( \sigma_t \) is a strictly stationary process. Denote the corresponding discretely-sampled returns with \( m \) observations per period by

\[
r_{(m),t} = p_t - p_{t-1/m} = \int_{(t-1/m)}^{1/m} \sigma_{t+1/m} \, dW_{t+1/m},
\]

where \( t = 1/m, 2/m, \ldots \). In the empirical analysis we normalize the unit time interval, or \( m = 1 \), to represent one day. Note that, by definition, the expected returns are equal to zero for all return horizons, \( m \). It is straightforward, albeit notationally more cumbersome, to allow for a drift or more general forms of conditional mean predictability. However, the assumption of no conditional mean dependence provides a very good first approximation for the high-frequency returns analyzed below.

Assuming that \( \sigma_t \) and \( W_t \) are independent, it follows that the variance of the \( h \)-period returns, for \( h > 0 \), \( r_{(1/h),t+h} \) conditional on the sample path \( \{ \sigma_{t+} \}_{t=0}^{h} \) is

\[
\sigma_{t,h}^2 = \int_0^h \sigma_{t+}^2 \, dt.
\]

Moreover, Figlewski (1997) argues that even if a drift is operative, it may be preferable to set it to zero rather than to estimate it, because doing so will introduce only a small bias while achieving a large variance reduction.
This integrated volatility thus provides a natural definition of price variability, or volatility, in a continuous-time setting. Integrated volatility has previously been emphasized in the stochastic volatility option pricing literature by Hull and White (1987).

Of course, the integrated volatility is inherently unobservable. Gallant, Hsu and Tauchen (1998) and Chernov and Ghysels (1998) have recently pursued an indirect approach for estimating the distribution of \( \sigma_{t,h}^2 \), based on Gallant and Tauchen’s (1998) re-projection method for simulation-based estimators. Their approach is elegant and intriguing, but it relies on number of auxiliary assumptions and can be challenging to implement. In the present paper we take a direct approach to measuring the daily integrated volatility by summing high-frequency intraday squared returns. The resulting realized volatility series in turn allows us to characterize both the unconditional and the conditional distribution of the volatility by standard statistical procedures.

More formally, suppose that the stochastic process for \( \sigma \) has cadlag sample paths, which in turn implies that the process for \( \sigma_{t,h}^2 \) has continuous sample paths. The quadratic variation of the returns defined in equation (2) then equals the integrated volatility over the relevant horizon as defined in equation (3); that is,

\[
\operatorname{plim}_{m \to \infty} \sum_{j=1}^{mh} r_{(m)j+j/m}^2 = \sigma_{t,h}^2. \tag{4}
\]

In words, the realized volatility is consistent (in \( m \)) for the integrated volatility; hence, by summing sufficiently many high-frequency discrete-time intraday returns one may approximate the integrated volatility arbitrarily well over any horizon. It is instructive to compare the realized volatility to the ex-post squared return over the relevant \( h \)-period horizon. Although the squared return is unbiased for the integrated volatility, so that \( E_t (r_{(h)j+j+1}^2 - \sigma_{t,h}^2) = 0 \), it is typically contaminated by substantial measurement error, which dwarfs the variation in the actual volatility process. For instance, as shown by Andersen and Bollerslev (1998a) for one-day volatility (\( h = 1 \)) and empirically realistic parameter values, the variance of the measurement error in squared daily returns is easily twenty times the unconditional variance of \( \sigma_{t,1}^2 \). This contrasts sharply with the realized volatility defined by equation (4), which becomes free of measurement error as \( m \to \infty \).

\[\text{Continu à droite avec des limites à gauche (continuous from the left with limits from the right).} \]

\[\text{See Karatzas and Shreve (1988) or Barndorff-Nielsen and Shephard (1998).} \]

\[\text{This result, moreover, does not require that } \sigma_t \text{ be independent of } W_t.\]
Jumps

A number of authors, including Jorion (1988), Bates (1996), Andersen, Benzoni and Lund (1998), and Drost, Nijman and Werker (1998), have argued for the importance of including both time-varying volatility and jumps when modeling speculative returns over short horizons. The returns diffusion (1) readily accommodates such extensions. In particular, consider the jump diffusion

\[ dp_t = \sigma_t dW_t + \kappa_t dN_t, \]  

(5)

where \( N_t \) denotes an independent compound jump process.\(^7\) In this case,

\[ \text{plim}_{m \to \infty} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{\kappa_{t+j/m}}{\sigma_{t+j/m}} \right)^2 = \sigma_{t,h}^2 + \kappa_{t,h}^2, \]  

(6)

where, letting \( I(\Delta N_t) \) denote the indicator function for a jump a time \( t = s \), we have

\[ \kappa_{t,h}^2 = \sum_{i=1}^{N} \kappa_{t,s}^2 I(\Delta N_{t,i}), \]

so that the summation of the high-frequency returns approximates an additional set of jump terms. However, the interpretation of the right-hand-side of equation (6) as \( h \)-period return volatility remains intact. For notational simplicity, we shall therefore continue to refer to \( \sigma_{t,h}^2 \) as the realized volatility, omitting any further discussion of jump components.

Multivariate

Many interesting questions pertaining to the analysis of risk are inherently multivariate in nature. Hence, in addition to the above-discussed measures of variation, we also propose and examine new measures of covariation. In order to motivate our corresponding realized covariance measures, it is instructive to consider a simple multivariate extension of the model in equation (1). Again following Barndorff-Nielsen and Shephard (1998), let the \( N \)-dimensional diffusion for \( p_t \) have a single-factor representation

\[ dp_t = \beta \sigma_t dW_t + \Omega_t dV_t, \]  

(7)

where \( \beta \) is the \( N \)-dimensional vector of loadings on the common volatility factor \( \sigma_t dW_t, V_t \) is an \( N \)-dimensional standard Brownian motion with mutually-independent elements, and the diagonal matrix \( \Omega_t \).

\(^7\) In the compound Poisson process most commonly employed in the literature, the jumps are assumed to be i.i.d and standard normal or lognormal, and they occur according to a Poisson process.
contains the $N$ individual square-integrable mutually-independent asset-specific stochastic volatilities. This continuous-time latent-factor formulation directly parallels the idea behind the discrete-time latent-factor volatility models proposed by Diebold and Nerlove (1989) and King, Sentana and Wadhwani (1994). The generalization to multiple common factors would be conceptually straightforward, but notionally more cumbersome. Other more complicated multivariate continuous-time models could also be considered. However, the simple structure in equation (7) conveys the basic intuition.

Specifically, we consider the $N$-dimensional vector of $h$-period returns $r_{(1/h),t+h} = p_{t+h} - p_t = \int_0^h \beta_s dW_t + \int_0^h \Omega_s dV_t$. Further, we let $\Sigma_{t,h}$ denote the corresponding $N \times N$ covariance matrix conditional on the sample path filtration generated by the latent volatility processes, $\{\alpha_{t+},\}^h_{s=0}$ and $\{\alpha_{t-},\}^h_{s=0}$. In parallel to the arguments underlying equation (3), the element of $\Sigma_{t,h}$ corresponding to the covariance between the $i$th and $j$th elements of $r_{(1/h),t+h}$, say $\{r_{(1/h),t+h}\}_i$ and $\{r_{(1/h),t+h}\}_j$ is then

$$\{\Sigma_{t,h}\}_{ij} = \{\beta^\prime \}_{ij} \int_0^h \sigma_s^2 d\tau,.$$

We call this the integrated covariance. By the theory of quadratic covariation,

$$\text{plim}_{m \to \infty} \{r_{(m),t+k/m}\}_i \{r_{(m),t+k/m}\}_j = \{\Sigma_{t,h}\}_{ij},$$

so that the integrated covariance may be estimated to any desired degree of accuracy by the realized covariance constructed by summing return cross products sampled sufficiently finely.

3. Volatility Measurement: Data

Our empirical analysis focuses on the bilateral DM/$ and Yen/$ spot exchange rates which are particularly attractive candidates for examination as they represent the two axes of the international financial system. They also represent the most actively traded and quoted foreign currencies, and hence permit the construction of extremely accurate volatility measures. We first rationalize the use of underlying five-minute returns to construct daily realized volatilities, and then detail our corrections for weekend and other holiday non-trading periods. Finally, we describe the actual construction of the realized volatility measures.

---

8 We use the standard terminology of the FX interbank spot market by measuring the prices and the corresponding rates of return as the prices of $1$ in terms of DM and Yen, i.e., DM/$ and Yen/$.
On the Use of Five-Minute Returns

In practice, the inherent discreteness of actual securities prices renders the continuous-time model in equation (1) a poor approximation for the very highest sampling frequencies. Furthermore, high-frequency, or tick-by-tick, prices are generally only available at unevenly-spaced discrete time points, so that the calculation of the evenly-spaced \( \frac{1}{m} \)-period returns, \( r_{(m),t} = \frac{p_t - p_{t-1/m}}{p_{t-1/m}} \), must necessarily rely on some form of interpolation involving the recorded prices around the beginning and the end of a given time interval. It is well known that this non-synchronous trading or quotation effect may induce negative autocorrelation in the interpolated return series; see, for example, Lo and MacKinlay (1990). Moreover, as recently illustrated by Andersen, Bollerslev and Das (1998), this same effect will also give rise to a bias in the estimated integrated volatility defined by equation (4).

The same market microstructure issues that may render the univariate model in equation (1) a poor approximation at the very highest sampling frequencies would obviously also invalidate the multivariate formulation in equation (7) at those same frequencies. In fact, the problems associated with unevenly-spaced price observations may be especially acute in the multivariate context, where different degrees of interpolation will typically have to be employed in the calculation of the two \( \frac{1}{m} \)-period returns, \( \{ r_{(m),t+k/m} \}_i \) and \( \{ r_{(m),t+k/m} \}_j \). As recently shown by Lundin, Dacorogna and Müller (1998), with large values of \( m \) but relatively infrequent price observations, this non-synchronous trading or quotation effect can result in important downward biases in the standard sample correlations of two interpolated return series. A similar effect is likely to bias the realized covariance measure in equation (9) as \( m \to \infty \).

The sampling frequency at which microstructure biases become a practical concern is largely an empirical question. For the very actively quoted and traded foreign exchange rates analyzed here, a sampling frequency of five-minutes, or \( m = 288 \), represents a reasonable compromise between the accuracy of the theoretical approximations in equations (4) and (9) on the one hand and the market microstructure and discreteness considerations on the other. That is, \( m=288 \) is high enough such that our daily realized volatilities are largely free of measurement error, see, e.g., the calculations in Andersen and Bollerslev (1998a), yet low enough such that microstructure biases are not a major concern.

---

9 The drop in high-frequency sample correlations as the length of the return interval approaches zero was first noted by Epps (1979). To circumvent this so-called Epps effect, Lundin, Dacorogna and Müller (1998) propose an alternative summary measure of short-run correlation based on a modified weighted average sample correlation in which the weights depend upon the observation frequency of the underlying price series.
During our ten year sample period, approximately 4,500 DM/$ and 2,000 Yen/$ quotes appeared on the Reuters screen on an average business day. Although the quoted bid-ask spreads in the interbank FX market are extremely narrow, see, e.g., Bollerslev and Melvin (1994), it would be preferable to compute the returns from actual transaction prices. Unfortunately, high-frequency FX transactions data are rarely available. However, in limited a study involving seven hours of firm quotes and prices from Reuters electronic broker system, D2000-2, Goodhart, Ito and Payne (1996) find that the time series characteristics of FX quotes closely match those of the actual transactions prices at the five-minute frequency.

**Construction of Five-Minute DM/$ and Yen/$ Returns**

The two raw five-minute DM/$ and Yen/$ return series were obtained from Olsen and Associates in Zürich, Switzerland. Our full sample consists of continuously-recorded 5-minute returns from December 1, 1986 through December 1, 1996, or 3,653 days, for a total of 3,653·288 = 1,052,064 high-frequency return observations. The actual construction of the returns utilizes all of the interbank FX quotes that appeared on the Reuters screen during the sample period. Each quote consists of a bid and an ask price together with a “time stamp” to the nearest even second.10 After filtering the data for outliers and other anomalies, the price at each five-minute mark is obtained by linearly interpolating from the logarithmic average of the bid and the ask for the two closest ticks. The continuously-compounded returns are then simply the change in these logarithmic five-minute prices.11 For a detailed account of the method of data capture and the outlier filters employed, see Müller et al. (1990) and Dacorogna et al. (1993).

It is well known that the activity in the foreign exchange market slows decidedly over the weekend and certain holiday non-trading periods; see, e.g., Andersen and Bollerslev (1998b) and Müller et al. (1990). In order not to confound the distributional characteristics of the various volatility measures by these largely deterministic calendar effects, we explicitly excluded a number of days from the raw five-minute return series. Whenever we did so, we always cut from 21:05 GMT the night before to 21:00 GMT that evening, to keep the daily periodicity intact. This particular definition of a “day” was motivated by the systematic ebb and flow in the daily FX activity patterns documented in Bollerslev and Domowitz (1993). In addition to the thin weekend trading period from Friday 21:05 GMT until Sunday 21:00 GMT, we removed several fixed holidays, including Christmas (December 24 - 26), New Year’s (December 31 - January 2), and July Fourth (July 4th). We furthermore cut the moving holidays of Good Friday, Easter Monday, Memorial Day, July Fourth (when it falls officially on July 3), and Labor Day, as well as Thanksgiving and the day after. Although our cuts do not account for all

---

10 During our ten year sample period, approximately 4,500 DM/$ and 2,000 Yen/$ quotes appeared on the Reuters screen on an average business day.

11 Although the quoted bid-ask spreads in the interbank FX market are extremely narrow, see, e.g., Bollerslev and Melvin (1994), it would be preferable to compute the returns from actual transaction prices. Unfortunately, high-frequency FX transactions data are rarely available. However, in limited a study involving seven hours of firm quotes and prices from Reuters electronic broker system, D2000-2, Goodhart, Ito and Payne (1996) find that the time series characteristics of FX quotes closely match those of the actual transactions prices at the five-minute frequency.
of the holiday market slowdowns, they clearly capture the most important daily calendar effects.\textsuperscript{12}

As a final adjustment, we also deleted some of the returns contaminated by brief lapses in the Reuters data feed. This problem, which occurred almost exclusively during the early part of the sample, manifested itself in the form of sequences of zero or constant five-minute returns in places where the missing quotes had been interpolated. To remedy this, we simply removed the days containing the fifteen longest DM/$ zero runs, the fifteen longest DM/$ constant runs, the fifteen longest Yen/$ zero runs, and the fifteen longest Yen/$ constant runs. Because of the overlap among the four different sets of days defined by these criteria, we actually removed only 51 days.\textsuperscript{13} All in all, we were left with 2,445 complete days, or 2,445·288 = 704,160 five-minute return observations, for the construction of our daily variance and covariance measures.

**Construction of DM/$ and Yen/$ Daily Realized Volatilities**

In order to define formally our daily volatility measures, let the two time series of five-minute DM/$ and Yen/$ returns be denoted by $\Delta \log D_{(288),t}$ and $\Delta \log Y_{(288),t}$, respectively, where $t = 1/288, 2/288, ..., 2,445$. We then proceed by forming the corresponding five-minute squared return and cross-product series $(\Delta \log D_{(288),t})^2$, $(\Delta \log Y_{(288),t})^2$, and $\Delta \log Y_{(288),t} \cdot \Delta \log D_{(288),t}$, respectively. The statistical properties of the squared return series closely resemble those found by Andersen and Bollerslev (1997a,b) with a much shorter one-year sample of five-minute DM/$ returns. Interestingly, the basic properties of the five-minute cross-product series, $\Delta \log Y_{(288),t} \cdot \Delta \log D_{(288),t}$, are remarkably similar. In particular, all three series are highly persistent and display strong intraday calendar effects. The shape of the intraday volatility patterns are readily associated with the opening and closing of the different financial markets around the world during the 24-hour trading cycle. Given our main focus on measuring and analyzing daily and longer volatilities, we shall not dwell on these high-frequency characteristics any further here.

We construct our estimates of the daily variances and covariances by summing the 288 intraday observations within each day. Concretely, from the $288 \cdot T$ five-minute returns, we construct the daily realized variances and covariances

\textsuperscript{12} The 5-minute returns also display distinct short-lived “announcement spikes” associated with the release of regularly scheduled macroeconomic news, see e.g., Andersen and Bollerslev (1998b). Because most of the important U.S. announcements occur around 1:00 GMT on Thursdays and Fridays, they may induce a day-of-the-week effect. In order to purge our daily volatility measures of this effect, we also experimented with the removal of all “announcement time” returns from 12:30 GMT - 1:45 GMT. Doing so did not materially alter any of our findings. Thus, although eliminating the announcement period returns may be important when actually modeling the temporal dependencies in high-frequency returns, because the corresponding price jumps may otherwise easily be confused with longer-lived volatility bursts, it appears unnecessary for characterizing the daily and lower-frequency returns that concern us here.

\textsuperscript{13} The removal of fewer or more days did not materially affect the results reported below.
where \( t = 1, 2, ..., T; \) here \( T = 2445 \). Our focus on the squared returns as a volatility measure, as opposed to say the absolute returns, is motivated by the diffusion theoretic foundations in Section 2. Of course, squared returns also have the closest link to the variance-covariance structures and standard notions of risk employed throughout the finance literature. However, in addition we shall also examine several popular alternative measures of variation and covariation derived from the realized variances and covariances in equations (10), (11) and (12), including the standard deviations, \( stdd_t = \sqrt{vard_t} \) and \( stdy_t = \sqrt{vary_t} \), the logarithmic standard deviations, \( lstdd_t = \frac{1}{2} \log(vard_t) \) and \( lstdy_t = \frac{1}{2} \log(vary_t) \), and the correlation coefficient, \( corr_t = \frac{cov_t}{stdd_t \cdot stdy_t} \). In Section 4 we characterize the unconditional distribution of each of these realized volatilities, and in section 5 we characterize their conditional distributions.

In addition to daily volatilities, we also investigate the corresponding volatility measures for temporally aggregated returns. In particular, let \( h \geq 1 \) denote the length of the return horizon. We construct temporally aggregated realized variances and covariances for \( h \)-day returns as

\[
vard_{t,h} = \sum_{j=1}^{288} (\Delta \log D_{(288),t-1+j/288})^2
\]

\[
var_{y,t,h} = \sum_{j=1}^{288} (\Delta \log Y_{(288),t-1+j/288})^2
\]

\[
cov_{t,h} = \sum_{j=1}^{288} \Delta \log D_{(288),t-1+j/288} \cdot \Delta \log Y_{(288),t-1+j/288}
\]

where \( t = 1, 2, ..., \lfloor T/h \rfloor \). We obtain the corresponding \( h \)-day standard deviations, \( stdd_{t,h} \) and \( stdy_{t,h} \), logarithmic standard deviations, \( lstdd_{t,h} \) and \( lstdy_{t,h} \), and correlations, \( corr_{t,h} \) by appropriately transforming \( vard_{t,h} \), \( vary_{t,h} \) and \( cov_{t,h} \). Section 6 details our analysis of these temporally aggregated volatilities.

---

\footnote{Of course, by definition \( vard_{t,h} = vard_t \), \( vary_{t,h} = vary_t \), and \( cov_{t,h} = cov_t \).}
4. The Unconditional Distribution of Daily Realized FX Volatility

The unconditional distribution of volatility captures an important aspect of the return variance process, and as such it has immediate implications for risk measurement and management, asset pricing, and portfolio allocation. Here we provide a detailed characterization.

Univariate Unconditional Distributions

A number of different volatility measures merit examination. We begin by analyzing the univariate unconditional distributions of the daily realized variance series, \( \text{vard}_t \) and \( \text{vary}_t \). We show a standard menu of statistics summarizing the unconditional distributions in the first two columns of Table 1 (mean, variance, skewness, and kurtosis, along with a number of representative fractiles), and we graph the estimated unconditional distributions in the top panel of Figure 1.\(^{15}\) It is evident that the distributions are very similar and extremely right skewed. Thus, although the realized daily variances are constructed by summing 288 squared 5-minute returns, the strong heteroskedasticity in intraday returns renders the normal distribution implied by standard central limit theorems a poor approximation.\(^{16}\)

The standard deviation of returns is measured on the same scale as the returns, and as such provides a more readily interpretable measure of volatility than does the variance. We present summary statistics and density estimates for the two daily realized standard deviations, \( \text{std}_t \) and \( \text{std}_y_t \), in columns three and four of Table 1 and in the middle panel of Figure 1. The distributions of the standard deviations are clearly non-normal, but the right skewness has been significantly reduced relative to the distributions of the variances. The mean of each daily realized standard deviation is approximately 70 basis points.

Interestingly, the distributions of the two daily realized logarithmic standard deviations, \( \text{lstdd}_t \) and \( \text{lstd}_y_t \), displayed in columns five and six of Table 1 and in the bottom panel of Figure 1, appear symmetric. Moreover, although one, under certain assumptions, can reject normality at conventional significance levels, it is obviously a much better approximation for the logarithmic standard deviations

\(^{15}\) All of the density estimates reported in the paper are based on an Epanechnikov kernel and Silverman’s (1986) bandwidth selection.

\(^{16}\) For the same reason, the conventional variance ratio statistic with p-values based on an F-distribution, or its asymptotic normal approximation, commonly employed in testing equality of variances over different time periods, is likely to work equally poorly in the high-frequency data setting. The recent evidence in Andersen, Bollerslev and Das (1998) and Bollerslev and Wright (1998b) underscores this point.
under the null hypothesis of iid normality, the sample skewness and kurtosis are both asymptotically normally distributed
with means of 0 and 3, respectively, and standard errors equal to \((6/T)^{1/2}\) and \((24/T)^{1/2}\), or 0.050 and 0.099. However, the iid assumption is, of course, questionable.

In a related theoretical development consistent with our empirical findings of skewed variance but Gaussian log variance,
Barndorff-Nielsen and Shephard (1998) argue that continuous-time models specified in terms of the instantaneous latent
logarithmic volatility, \(d\log(F_t^2)\), may realistically be assumed to have Gaussian innovations, or Brownian motion driving
processes, whereas empirically realistic volatility models specified in terms of \(dF_t^2\) necessitate the use of more general Lévy
driving processes.

Finally, we characterize the distribution of the daily realized covariances and correlations, \(cov\), and \(corr\). The basic characteristic of the unconditional distribution of the covariance is similar to that of the two daily variances -- it is extremely right skewed and leptokurtic. Remarkably, though, the distribution of the realized correlation is close to normal. Even so, the sample standard deviation of 0.167 indicates significant variation of the correlation around its mean of 0.435. Of course, the positive correlation is not surprising, as it may arise from a common dependency on U.S. macroeconomic fundamentals, but the strength and temporal variation of the effect is nonetheless crucial for short-term portfolio allocation and hedging decisions.

**Multivariate Unconditional Distributions**

The univariate distributions characterized above do not address any relationships that may exist among the different measures of variation and covariation. Key financial and economic questions, for example, include whether the individual volatilities such as \(lstdd\), and \(lstdy\), move together, and whether they are positively correlated with movements in correlation. Although such questions are difficult to answer using conventional volatility models, they are relatively easy to address using realized volatilities and correlations.

The sample correlations in Table 2, along with the \(lstdd, lstdy\), scatterplot in Figure 3, clearly indicate a strong positive association between the two exchange rate volatilities. Thus, not only do the two exchange rates tend to move together, as indicated by the positive means for \(cov\), and \(corr\), but also their volatilities are closely linked. Explanations in terms of volatility spillovers have been explored in a series of papers initiated by the work of Engle, Ito and Lin (1990) and Ito, Engle and Lin (1992). Of course, such a positive relation would be expected under the stylized multivariate continuous-time

---

17 Under the null hypothesis of iid normality, the sample skewness and kurtosis are both asymptotically normally distributed with means of 0 and 3, respectively, and standard errors equal to \((6/T)^{1/2}\) and \((24/T)^{1/2}\), or 0.050 and 0.099. However, the iid assumption is, of course, questionable.

18 In a related theoretical development consistent with our empirical findings of skewed variance but Gaussian log variance, Barndorff-Nielsen and Shephard (1998) argue that continuous-time models specified in terms of the instantaneous latent logarithmic volatility, \(d\log(F_t^2)\), may realistically be assumed to have Gaussian innovations, or Brownian motion driving processes, whereas empirically realistic volatility models specified in terms of \(dF_t^2\) necessitate the use of more general Lévy driving processes.

19 Of course, by the absence of triangular arbitrage, the covariance between the DM/$ and Yen/$ rates is simply equal to one-half times the sum of the two variances for the Yen/$ and DM/$ rates minus the variance for the Yen/DM rate.
volatility model in equation (7). More generally, however, the positive volatility correlation provides the empirical justification for the use of multivariate volatility models with factor structure, as suggested by Diebold and Nerlove (1989), Engle, Ng and Rothschild (1990), Bollerslev and Engle (1993), and King, Sentana and Wadhwani (1994).

The correlations in Table 2 and the \( \text{corr}-\text{lstdd} \), and \( \text{corr}-\text{lstdy} \), scatterplots in Figure 4 also indicate positive association between correlation and volatility. Whereas some nonlinearity may be operative in the \( \text{corr}-\text{lstdd} \), relationship, with a flattened response for both very low and very high \( \text{lstdd} \), values, the \( \text{corr}-\text{lstdy} \), relationship appears approximately linear. To quantify further this “volatility effect” in correlation, we show in the top panel of Figure 5 kernel density estimates of \( \text{corr} \), when both \( \text{lstdd} \), and \( \text{lstdy} \), are less than -0.46 (their median value, which happens to be the same for each) and when both \( \text{lstdd} \), and \( \text{lstdy} \), are greater than -0.46. Similarly, we show in the bottom panel of Figure 5 the estimated \( \text{corr} \), densities conditional on the more extreme volatility situation in which both \( \text{lstdd} \), and \( \text{lstdy} \), are less than -0.880 (approximately the tenth percentile of each distribution) and when both \( \text{lstdd} \), and \( \text{lstdy} \), are greater than 0.0 (approximately the ninetieth percentile of each distribution). In each case, the distribution of \( \text{corr} \), conditional on being in the high volatility state is clearly shifted to the right.20 A similar correlation effect in volatility has been documented recently for international equity returns by Solnik, Boucrelle and Le Fur (1996).21

Some authors, including Erb, Harvey and Viskanta (1994) and Longin and Solnik (1998), have argued that the correlations among international equity markets also tend to be higher when the returns are negative. This “return effect” in equity correlation may be related to the leverage or volatility feedback effect, by which negative returns result in larger volatility bursts than do positive returns of the same magnitude.22 This asymmetric response in turn produces a larger increase in the correlation for negative than positive returns via the aforementioned volatility effect in correlation. This phenomenon is not operative in the foreign exchange market, however, which is to be expected as the rationalizations for the asymmetric volatility effect applies to equities only. To underscore this, we show in the top and middle panels of Figure 6 the distributions of \( \text{lstdd} \), and \( \text{lstdy} \), conditional on the

---

20 In order to quantify more formally this volatility effect in correlation, we also experimented with various non-parametric regressions. For instance, in the simple quadratic approximation to an arbitrary functional form obtained by the linear regression of \( \text{corr} \), on an intercept, the levels, the squares and the cross-product of \( \text{lstdd} \), and \( \text{lstdy} \), all of the individual coefficients were highly statistically significant, and the \( R^2 \) was close to twenty percent.

21 Motivated by these findings, Bera and Kim (1998) have recently devised a formal test for constant conditional correlations in multivariate ARCH models.

22 See Nelson (1991), Campbell and Hentschel (1992), and Bekaert and Wu (1997).
Conversely, given a time series of option prices it is possible to infer a time series of volatilities implied by a particular option pricing model, see, e.g., Dumas, Fleming and Whaley (1998) for a recent discussion of S&P500 implied volatilities. More closely related to the present paper, Backus, Foresi, Li and Wu (1998) provide an intriguing characterization of the salient biases in the Black-Scholes pricing formula, along with an analysis of the corresponding implied volatilities for a set of foreign currency options.

To summarize, the results in this section indicate a substantial amount of variation in volatilities and correlation, along with important contemporaneous dependence among the different measures. We now turn to a similar discussion of conditional dependence.

5. The Conditional Distribution of Daily Realized FX Volatility

The value of a derivative asset such as an option is closely linked to the expected volatility of the underlying over the time until expiration. Improved volatility forecasts should thus result in more accurate asset prices, and the conditional dependence in volatility forms the basis for such forecasts. That dependence is most easily identified in the daily realized correlations and logarithmic standard deviations, which are approximately unconditionally normally distributed. Hence, in order to conserve space, we focus our discussion in the main text on those three series.

It is instructive first to consider the simple time series plots of the three realized volatilities in Figure 7. The wide fluctuations and strong persistence, that are evident in each of the univariate \( lstdd \), and \( lstdy \), series, are of course manifestations of the widely documented return volatility clustering. It is striking that the time series plot for \( corr \) shows an equally pronounced temporal dependence, with readily identifiable periods of high and low correlation.

This visual impression is borne out by the highly significant Ljung-Box tests reported in the first row of Table 3. The correlograms of \( lstdd \), \( lstdy \), and \( corr \) in Figure 8 further underscore the point. The autocorrelation functions of the logarithmic standard deviations begin around 0.6 and decay very slowly to a value of about 0.1 at a displacement of 100 days. Those of the realized daily correlations dissipate even more slowly, reaching 0.35 at the 100 day displacement. Similar results based on long time series of daily absolute or squared returns from other markets have previously been documented by a number of authors including Ding, Granger and Engle (1993) and Granger and Marmol (1997). The slow

---

23 Conversely, given a time series of option prices it is possible to infer a time series of volatilities implied by a particular option pricing model, see, e.g., Dumas, Fleming and Whaley (1998) for a recent discussion of S&P500 implied volatilities. More closely related to the present paper, Backus, Foresi, Li and Wu (1998) provide an intriguing characterization of the salient biases in the Black-Scholes pricing formula, along with an analysis of the corresponding implied volatilities for a set of foreign currency options.

24 Equally significant short-run autocorrelations are evident in the implied daily FX volatilities analyzed by Backus, Foresi, Li and Wu (1998).
decay in Figure 8 is particularly noteworthy, however, in that the two realized daily volatility series “only” span ten years.

These findings of slow autocorrelation decay may seem to indicate the presence of a unit root, as in the integrated GARCH model proposed by Engle and Bollerslev (1986). However, the Dickey-Fuller tests with ten augmentation lags presented in the second row of Table 3 soundly reject the unit root hypothesis for all of the volatility series. This is also consistent with the findings of Wright (1999), who upon using more refined testing procedures reports strong rejections of the unit root hypothesis in daily log-squared FX and equity returns. Although unit roots may be formally rejected, the very slow autocorrelation decay coupled with the negative signs and slow decay of the estimated augmentation lag coefficients in the Dickey-Fuller tests suggest that long-memory of a non unit-root variety may be present. A number of authors have recently argued that this type of long-run dependence in financial market volatility may be conveniently modeled by a fractionally-integrated process, so that although volatility shocks are highly persistent, they eventually dissipate at a slow hyperbolic rate. Hence, we now turn to an investigation of fractional integration in the daily realized volatility.

Fractionally integrated long-memory processes were introduced by Granger (1980, 1981) and Granger and Joyeux (1980); for a recent survey of their applications in economics see Baillie (1996). The slow hyperbolic decay of the long-lag sample autocorrelations and the log-linear explosion of the low-frequency spectrum are distinguishing features of a covariance stationary fractionally integrated, or I(d), process with $0 < d < \frac{1}{2}$. The low-frequency spectral behavior also forms the basis for the log-periodogram regression estimation procedure proposed by Geweke and Porter-Hudak (1983) and later formalized by Robinson (1994a, 1995) and Hurvich, Deo and Brodsky (1998). In particular, let $I(\omega_j)$ denote the sample periodogram at the $j$th Fourier frequency, $\omega_j = 2\pi j/T$, $j = 1, 2, ..., \lfloor T/2 \rfloor$. The log-periodogram estimator of $d$ is then based on the least squares regression,

$$\log[I(\omega_j)] = \beta_0 + \beta_1 \log(\omega_j) + u_j,$$  \hfill (16)

---


26 Formal conditions for the equivalence between such low-frequency spectral behavior and long-lag autocorrelation behavior are given in Beran (1994) and Robinson (1994b).
The calculations in Hurvich and Beltrao (1994) suggest that the estimator proposed by Robinson (1994a, 1995), which leaves out the very lowest frequencies in the regression in equation (16), has larger MSE than the original Geweke and Porter-Hudak (1983) estimator defined over all of the first $m$ Fourier frequencies. For that reason, we include periodogram ordinates at all of the first $m$ Fourier frequencies.

While the earlier proofs for consistency and asymptotic normality of the log-periodogram regression estimator relied on normality, Deo and Hurvich (1998) and Robinson and Henry (1998) have recently shown that these same properties extend to non-Gaussian, possibly heteroskedastic, time series as well.

This choice of $m$ is consistent with the optimal rate of $O(T^{4/5})$ established by Hurvich, Deo and Brodsky (1998) and accords with the simulation results in Bollerslev and Wright (1998a).

The least squares estimator of $\beta_j$, and hence $d$, is asymptotically normal and the corresponding theoretical standard error, $\pi/(24-m)^{1/6}$, depends only on the number of periodogram ordinates used.

Of course, the actual value of the estimate of $d$ also depends upon the particular choice of $m$. While the formula for the theoretical standard error suggests choosing a large value of $m$ in order to obtain a small standard error, doing so may induce a bias in the estimator, because the relationship underlying equation (16) in general holds only for frequencies close to zero. Following the suggestion of Taqqu and Teverovsky (1996), we therefore graph and examine $d$ as a function of $m$, looking for a “flat region” in which we are plagued neither by high variance ($m$ “too small”) nor high bias ($m$ “too large”). The representative plots for stdld, stdy, and corr, which we show in Figure 9, validate our subsequent use of $m = \lfloor T^{4/5} \rfloor$, or $m = 514$, as providing good estimates.

We present the estimates of $d$ in the third row of Table 3. The estimates for all eight volatility series are highly statistically significant, and all are fairly close to the “typical value” of 0.4. These estimates are directly in line with the estimates for $d$ based on long time series of daily absolute and squared returns from other markets reported by Granger, Ding and Spear (1997), as well as the findings based on a much shorter one-year sample of intraday DM/$ returns reported in Andersen and Bollerslev (1997b). Comparable results have also been obtained by Bollerslev and Wright (1998a) in their analysis of daily volatilities constructed from the aggregation of intraday returns. These results therefore suggest that the standard continuous-time models applied in much of the theoretical finance literature, in which the volatility is assumed to follow an Ornstein-Uhlenbeck (OU) process, are misspecified. In that regard, our findings echo Fung and Hsieh (1991), who note that “… the stochastic process that best describes volatility of asset prices may well be more complex than the typical first-
order mean-reverting models used in stochastic volatility models for option pricing ...”. Our results are also constructive, however, in that they indicate that simple and parsimonious long-memory models should accurately capture the long-lag autoregressive effects.\textsuperscript{31}

In contrast to the sample autocorrelations for the individual volatility series, the sample cross-correlations in Figure 10, $\text{Corr}(\text{lstd}\text{d}_t, \text{lstd}_t-j)$ and $\text{Corr}(\text{lstd}_t-j, \text{lstd}_t)$ for $j = 1, 2, ...$, drop much more quickly and appear generally consistent with short-memory dependence. This suggests that a simple factor structure with a single common long-memory component would be too simplistic to fully describe the dynamic relationship between the two rates. It is also interesting to note that the cross-correlations at a displacement of one day are asymmetric, with the correlation between $\text{lstd}_t$ and $\text{lstd}_t$, being greater than the correlation between $\text{lstd}_t$ and $\text{lstd}_t$. We are not aware of any obvious economic reasons behind this asymmetric response, and we shall not pursue the issue further here.\textsuperscript{32} Instead, we turn to a characterization of the unconditional and conditional volatility distributions at horizons longer than one day.

\textbf{6. The Effects of Temporal Aggregation}

The analysis in the preceding sections focused exclusively on the distributional properties of daily realized volatilities and correlations. However, many practical problems in asset pricing, portfolio allocation, and financial risk management involve longer horizons.\textsuperscript{33} Here, we provide a discussion of the distributional aspects of the corresponding multi-day realized volatilities and correlations. As before, we begin with an analysis of the unconditional distributional aspects, followed by an analysis of the dynamic dependence, including a detailed examination of long-memory as it relates to the temporal aggregation.

\textbf{Univariate and Multivariate Unconditional Distributions}

In Table 4, we summarize the univariate unconditional distributions for the eight different temporally aggregated volatility measures for weekly, bi-weekly, tri-weekly and monthly return horizons ($h = 5$,

\textsuperscript{31} Building on the earlier results of Cox (1991), Barndorff-Nielsen and Shephard (1998) have recently pointed out that, although OU volatility diffusions are short-memory, long-memory volatility diffusions can be constructed by appropriately superimposing an infinite number of OU processes. The continuous-time multifractal model of asset returns proposed by Mandelbrot, Fisher and Calvet (1997) also implies long-memory volatility dependence.

\textsuperscript{32} A similar asymmetry in the cross-correlations for the volatility of the same rate defined over different return horizons has recently been observed by Müller et al. (1997). They suggest that a multivariate extension of their “heterogeneous ARCH” volatility structure may be able to accommodate this asymmetry in the cross-correlations.

\textsuperscript{33} See, for example, Diebold, Schuermann and Inoue (1998) and Christoffersen and Diebold (1998).
10, 15, and 20, respectively). Consistent with the notion of efficient capital markets and serially uncorrelated returns, the means of \( \text{vard}_{t,h} \), \( \text{vary}_{t,h} \), and \( \text{cov}_{t,h} \) all grow at the constant rate \( h \). In addition, the growth of the variance of the realized variances and covariance adheres closely to \( h^{2d+1} \), where \( d \) denotes the order of integration of the series, a phenomenon that we discuss at length subsequently. It is also noteworthy that, even at the monthly level, the unconditional distributions of \( \text{vard}_{t,h} \), \( \text{vary}_{t,h} \), and \( \text{cov}_{t,h} \) remain leptokurtic and highly skewed to the right. The basic characteristics of \( \text{std}_{t,h} \) and \( \text{stdy}_{t,h} \) are similar, with the sample mean increasing at a rate of \( h^{1/2} \). \(^{34}\) In contrast to the distributions of the other realized volatilities, however, the unconditional variances of \( \text{lstdd}_{t,h} \) and \( \text{lstdy}_{t,h} \) now decrease with \( h \), but again at a rate linked to the fractional integration parameter, as we document below. Finally, we note that the sample mean of the realized correlation, \( \text{corr}_{t,h} \), is largely invariant to the level of temporal aggregation. Once again, this finding is consistent with fractional integration and will be explained shortly.

Next, turning to the multivariate unconditional distributions, we display in Table 5 the correlation matrices for all volatility measures for \( h = 5, 10, 15, \) and 20. While the correlation between the different measures of variation drops slightly under temporal aggregation, the strong positive association between the volatilities so apparent at the one-day return horizon is largely preserved under temporal aggregation. For instance, the correlation between \( \text{lstdd}_{t,h} \) and \( \text{lstdy}_{t,h} \) ranges from a high of 0.606 at the daily horizon to a low of 0.531 at the monthly horizon. Meanwhile, the volatility effect in correlation is reduced somewhat under temporal aggregation; the sample correlation between \( \text{lstdd}_{t,1} \) and \( \text{corr}_{t,1} \) equals 0.391, whereas the correlation between \( \text{lstdd}_{t,20} \) and \( \text{corr}_{t,20} \) is 0.255. Similarly, the correlation between \( \text{lstdy}_{t,h} \) and \( \text{corr}_{t,h} \) drops from 0.295 for \( h = 1 \) to 0.120 for \( h = 20 \). Thus, while the long-horizon correlations are still positively related to the overall level of volatility, the lower numerical values suggest that the benefits to international diversification may be the greatest over longer investment horizons.

The Conditional Distribution: Dynamic Dependence, Fractional Integration and Scaling

Our analysis of one-day volatilities reinforces earlier findings of strong volatility clustering. The Ljung-Box tests that we report in Table 6 indicate that the strong serial dependence is preserved under temporal aggregation. Even at the monthly level, or \( h = 20 \), with “only” 122 observations, all of the test statistics are highly significant. This contrasts with previous evidence, which tends to show little or no

\(^{34}\) The relatively slow decline of the sample kurtosis of the realized standard deviations is also consistent with the findings in Backus, Foresi, Li and Wu (1998) related to the distribution of implied FX volatilities.
significant evidence of volatility clustering by the time one aggregates to monthly returns; see, for example, Diebold (1988), Baillie and Bollerslev (1989), and Christoffersen and Diebold (1998). However, as previously noted, squared monthly returns are a very noisy proxy for the latent integrated volatility over the month. Using numerical techniques, Andersen, Bollerslev and Lange (1998) have recently shown that, given the estimates typically obtained at the daily level, from a theoretical perspective the integrated volatility should remain strongly serially correlated, and highly predictable, under temporal aggregation, even at the monthly level. The Ljung-Box statistics for the realized volatilities presented in Table 6 provide empirical confirmation.

The results in section 4 indicate that realized daily volatilities appear fractionally integrated. The class of fractionally integrated models is self-similar, so that the degree of fractional integration should be invariant to the sampling frequency of the process; see, for example, Beran (1994). This strong prediction is borne out by the estimates for \( d \) for the different levels of aggregation, which we report in Table 6. All of the estimates are within two asymptotic standard errors of the average estimate of 0.388 obtained for the daily series, and all are highly statistically significantly different from both zero and unity. These results are directly in line with the empirical evidence in Andersen and Bollerslev (1997b) and Bollerslev and Wright (1998a) pertaining to the estimates of \( d \) based on absolute returns at different levels of temporal aggregation (daily, weekly, etc.).

Another implication of the self-similarity property concerns the behavior of the variance of partial sums. In particular, let

\[
\{ x_t \}_h = \sum_{j=1}^{h} x_{h(t-1)+j}, \tag{17}
\]

denote the \( h \)-fold partial sum process for \( x_t \), where \( t = 1, 2, ..., [T/h] \). It is then well known that, if the process for \( x_t \) is fractionally integrated, the partial sums obey a scaling law of the form

\[
\text{Var}(\{ x_t \}_h) = c \cdot h^{2d+1}, \tag{18}
\]

where \( d \) denotes the order of integration.\(^{35}\) Thus, given \( d \), if the unconditional variance is known for one aggregation level, it is possible to calculate the implied variance for any other aggregation level.\(^{36}\)

Of course, by definition \( \{ \text{var}_{d} \}_h = \text{var}_{d,h} \), \( \{ \text{vary} \}_h = \text{vary}_{t,h} \), and \( \{ \text{cov} \}_h = \text{cov}_{t,h} \), so that the

---

\(^{35}\) See, for example, Beran (1994) and Diebold and Lindner (1996).

\(^{36}\) The log-linear relationship in equation (18) also underlies the formal estimators for \( d \) recently analyzed by Giraitis, Robinson and Surgailis (1998), Taqqu, Teverovsky and Willinger (1995), and Teverovsky and Taqqu (1997).
The estimated slopes in the top, middle and bottom panels are 1.779, 1.726, and 1.819, respectively, corresponding to $d$ values of 0.389, 0.363, and 0.409.

The variance of the realized variances and covariance should grow at the rate $h^{2d+1}$. This theoretical implication accords extremely well with the values for the unconditional sample variances and covariances reported in Tables 1 and 4 and a value of $d$ around 0.35-0.40. Similar scaling laws for various power transforms of absolute FX returns have previously been emphasized in a series of papers by Müller et al. (1990), Guillaume et al. (1997), Fisher, Calvet and Mandelbrot (1997), and Mandelbrot, Fisher and Calvet (1997). If the $d$ values for $\text{vard}_t$, $\text{vary}_t$, and $\text{cov}_t$ are approximately the same, the scaling law also explains why the sample means for $\text{corr}_{t,h}$ reported in Table 4 should be invariant to the aggregation level, $h$.

The striking accuracy of scaling carries over to the partial sums of the other volatility series. To illustrate, we graph in Figure 11 the logarithm of the sample variances of the partial sums for the realized logarithmic standard deviations and correlation against the logarithm of the aggregation level; i.e., $\log(\text{Var}(\text{lstdd}_{t,h}))$, $\log(\text{Var}(\text{lstdy}_{t,h}))$, and $\log(\text{Var}(\text{corr}_{t,h}))$, against $\log(h)$ for $h = 1, 2, ..., 30$. The linear fits implied by equation (18) are obviously extremely good. Each of the three slopes accords very closely with the theoretical value of $2d+1$ implied by the log-periodogram estimates for $d$, further solidifying the notion of long-memory volatility dependence.

Because a non-linear function of a sum is not the sum of the non-linear function, it is not clear whether $\text{lstdd}_{t,h}$ and $\text{lstdy}_{t,h}$ will follow similar scaling laws. The estimates for $d$ that we report in Table 5 suggest that they should. The corresponding plots for the logarithm of the logarithmic standard deviations $\log(\text{Var}(\text{lstdd}_{t,h}))$ and $\log(\text{Var}(\text{lstdy}_{t,h}))$ against $\log(h)$, for $h = 1, 2, ..., 30$, which we show in Figure 12, lend empirical confirmation to this conjecture. Although the fits are not as impressive as those in Figure 11, the log-linear approximations are still very accurate. Interestingly, however, the slopes of the lines are negative.

To understand why these slopes are negative, assume that the returns are serially uncorrelated. The variance of the temporally aggregated return should then be proportional to the length of the return interval, that is $E(\text{var}_{t,h}) = b \cdot h$, where $\text{var}_{t,h}$ refers to the temporally aggregated variance as defined above. Also, by the scaling law in equation (18), $\text{Var}(\text{var}_{t,h}) = c \cdot h^{2d+1}$. Furthermore, assume that the corresponding temporally aggregated logarithmic standard deviations, $\text{lstd}_{t,h} = \frac{1}{2} \log(\text{var}_{t,h})$, are normally distributed across all frequencies $h$ with mean and variance denoted by $\mu_h$ and $\sigma_h^2$, respectively. Of course, as discussed above, these three assumptions accord closely with the actual empirical distributions reported in Tables 1 and 4. It follows then from the properties of the lognormal

---

37 The estimated slopes in the top, middle and bottom panels are 1.779, 1.726, and 1.819, respectively, corresponding to $d$ values of 0.389, 0.363, and 0.409.
distribution that

\[ E(\text{var}_{t,h}) = \exp(2\mu_h + 2\sigma_h^2) = b \cdot h \]

and

\[ \text{Var}(\text{var}_{t,h}) = \exp(4\mu_h)\exp(4\sigma_h^2)[\exp(4\sigma_h^2) - 1] = c \cdot h^{2d-1}, \]

so that solving for the variance of the logarithmic standard deviation,

\[ \text{Var}(\text{lstd}_{t,h}) = \sigma_h^2 = \log(c \cdot b^{-2} \cdot h^{2d-1} + 1). \]

With \(2d-1\) marginally less than zero, this explains why the sample variances of \(\text{lstd}_{t,h}\) and \(\text{lstdy}_{t,h}\) reported in Table 4 are decreasing with the level of temporal aggregation, \(h\). Furthermore, by a log-linear approximation,

\[ \log[\text{Var}(\text{lstd}_{t,h})] = a + (2d-1)\log(h), \]

which provides a justification for the apparent scaling law behind the two plots in Figure 12, and the negative slopes approximately equal to \(2d-1\).\(^{38}\) Also, solving for the mean yields

\[ E(\text{lstd}_{t,h}) = \mu_h = \frac{1}{2} \log(h) + \frac{1}{2} \log(c) + \frac{1}{4} \log(c \cdot b^{-2} \cdot h^{2d-1} + 1). \]

To a first order approximation the sample means of \(\text{lstd}_{t,h}\) and \(\text{lstdy}_{t,h}\) should therefore increase at the rate \(\frac{1}{2} \log(h)\), which again accords very well with the summary statistics reported in Tables 1 and 4.

7. Summary and Concluding Remarks

We have provided a formal diffusion-theoretic justification for measuring and analyzing time series of realized volatilities constructed from high-frequency intraday returns. Utilizing a unique data set consisting of ten-years of 5-minute DM/$ and Yen/$ returns, we find that the distributions of realized daily variances, standard deviations and covariances are skewed to the right and leptokurtic, but that the distributions of logarithmic standard deviations and correlations are approximately Gaussian. Volatility movements, moreover, are highly correlated across the two exchange rates, as would be implied by a factor structure induced by common dependence on U.S. fundamentals. We also find that

\(^{38}\) The slopes of the lines in the top and bottom panels are -0.227 and -0.275, respectively, and the corresponding \(d\) values of 0.387 and 0.363 are almost identical to the values implied by the scaling law in equation (18) underlying Figure 11.
the correlation between the exchange rates (as opposed to the correlation between their volatilities) increases with volatility, so that the benefits of portfolio diversification are reduced just when they are needed most. There is, however, no evidence that the correlation is related to the sign of the returns. Finally, we confirm the wealth of existing evidence of strong volatility clustering effects in daily returns. However, in contrast to earlier work such as Christoffersen and Diebold (1998), which often indicates that volatility persistence decreases fairly quickly with the horizon, we find that even monthly realized volatilities remain highly persistent. But realized volatilities do not have unit roots; instead, they appear fractionally integrated and therefore very slowly mean-reverting. This finding is strengthened by our analysis of temporally aggregated volatility series, which appear governed by remarkably accurate scaling laws, as predicted by the structure of fractional integration.

A key conceptual distinction between this paper and the earlier work on which we build --Andersen and Bollerslev (1998a) in particular -- is the recognition that realized volatility is usefully viewed as the object of intrinsic interest, rather than simply a post-modeling device to be used for evaluating parametric volatility models such as GARCH. As such, it is of interest to examine and model realized volatility directly. This paper is a first step in that direction, providing a nonparametric characterization of both the unconditional and conditional distributions of bivariate realized exchange rate volatility.

It will be of interest in future work to fit parametric models directly to realized volatility, and to use them for forecasting, risk management, asset allocation, and asset pricing. The results of this paper suggest modeling the joint conditional dependence in the realized logarithmic daily standard deviations by a standard linear Gaussian vector autoregressive (VAR) model, and that doing so may, for example, result in important improvements in the accuracy of long-term volatility forecasts. This idea is pursued in Andersen, Bollerslev, Diebold and Labys (1999).
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Table 1
Statistics Summarizing Unconditional Univariate Distributions
Daily Realized DM/$ and Yen/$ Volatilities

<table>
<thead>
<tr>
<th></th>
<th>vard ( t )</th>
<th>vary ( t )</th>
<th>stdd ( t )</th>
<th>stdy ( t )</th>
<th>lstdd ( t )</th>
<th>lstdy ( t )</th>
<th>cov ( t )</th>
<th>corr ( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td>0.529</td>
<td>0.538</td>
<td>0.679</td>
<td>0.684</td>
<td>-0.450</td>
<td>-0.444</td>
<td>0.243</td>
<td>0.435</td>
</tr>
<tr>
<td><strong>Variance</strong></td>
<td>0.238</td>
<td>0.272</td>
<td>0.068</td>
<td>0.071</td>
<td>0.121</td>
<td>0.124</td>
<td>0.075</td>
<td>0.028</td>
</tr>
<tr>
<td><strong>Skewness</strong></td>
<td>3.750</td>
<td>5.438</td>
<td>1.696</td>
<td>1.852</td>
<td>0.348</td>
<td>0.283</td>
<td>3.876</td>
<td>-0.203</td>
</tr>
<tr>
<td><strong>Kurtosis</strong></td>
<td>24.53</td>
<td>63.61</td>
<td>7.867</td>
<td>10.13</td>
<td>3.265</td>
<td>3.470</td>
<td>26.33</td>
<td>2.716</td>
</tr>
</tbody>
</table>

**Quantiles**

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>0.061</td>
<td>0.029</td>
<td>0.247</td>
<td>0.171</td>
<td>-1.397</td>
<td>-1.767</td>
<td>-0.096</td>
<td>-0.244</td>
</tr>
<tr>
<td>0.001</td>
<td>0.068</td>
<td>0.044</td>
<td>0.261</td>
<td>0.209</td>
<td>-1.345</td>
<td>-1.568</td>
<td>-0.050</td>
<td>-0.108</td>
</tr>
<tr>
<td>0.005</td>
<td>0.084</td>
<td>0.067</td>
<td>0.290</td>
<td>0.260</td>
<td>-1.238</td>
<td>-1.349</td>
<td>-0.002</td>
<td>-0.009</td>
</tr>
<tr>
<td>0.01</td>
<td>0.094</td>
<td>0.084</td>
<td>0.306</td>
<td>0.290</td>
<td>-1.183</td>
<td>-1.238</td>
<td>0.008</td>
<td>0.033</td>
</tr>
<tr>
<td>0.05</td>
<td>0.136</td>
<td>0.138</td>
<td>0.368</td>
<td>0.371</td>
<td>-0.999</td>
<td>-0.992</td>
<td>0.034</td>
<td>0.152</td>
</tr>
<tr>
<td>0.10</td>
<td>0.169</td>
<td>0.176</td>
<td>0.411</td>
<td>0.420</td>
<td>-0.889</td>
<td>-0.869</td>
<td>0.052</td>
<td>0.214</td>
</tr>
<tr>
<td>0.50</td>
<td>0.397</td>
<td>0.399</td>
<td>0.630</td>
<td>0.632</td>
<td>-0.462</td>
<td>-0.459</td>
<td>0.166</td>
<td>0.437</td>
</tr>
<tr>
<td>0.90</td>
<td>0.985</td>
<td>1.012</td>
<td>0.992</td>
<td>1.006</td>
<td>-0.008</td>
<td>0.006</td>
<td>0.514</td>
<td>0.649</td>
</tr>
<tr>
<td>0.95</td>
<td>1.373</td>
<td>1.365</td>
<td>1.172</td>
<td>1.168</td>
<td>0.158</td>
<td>0.155</td>
<td>0.710</td>
<td>0.697</td>
</tr>
<tr>
<td>0.99</td>
<td>2.520</td>
<td>2.570</td>
<td>1.587</td>
<td>1.603</td>
<td>0.462</td>
<td>0.472</td>
<td>1.444</td>
<td>0.767</td>
</tr>
<tr>
<td>0.995</td>
<td>3.620</td>
<td>3.189</td>
<td>1.903</td>
<td>1.786</td>
<td>0.643</td>
<td>0.580</td>
<td>1.654</td>
<td>0.801</td>
</tr>
<tr>
<td>0.999</td>
<td>4.646</td>
<td>5.301</td>
<td>2.156</td>
<td>2.300</td>
<td>0.768</td>
<td>0.832</td>
<td>2.737</td>
<td>0.851</td>
</tr>
<tr>
<td><strong>Max.</strong></td>
<td>5.503</td>
<td>9.965</td>
<td>2.346</td>
<td>3.157</td>
<td>0.853</td>
<td>1.150</td>
<td>3.087</td>
<td>0.918</td>
</tr>
</tbody>
</table>

Notes: The daily volatility measures are constructed by summation of the corresponding intraday 5-minute returns, as detailed in the text. The sample period is December 1, 1986 until December 1, 1996.
Table 2
Correlation Matrix
Daily Realized DM/$ and Yen/$ Volatilities

<table>
<thead>
<tr>
<th></th>
<th>vary&lt;sub&gt;i&lt;/sub&gt;</th>
<th>std&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</th>
<th>std&lt;sub&gt;y&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</th>
<th>lst&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</th>
<th>lst&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;y&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</th>
<th>cov&lt;sub&gt;i&lt;/sub&gt;</th>
<th>corr&lt;sub&gt;i&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>var&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.538</td>
<td>0.961</td>
<td>0.553</td>
<td>0.858</td>
<td>0.513</td>
<td>0.809</td>
<td>0.344</td>
</tr>
<tr>
<td>var&lt;sub&gt;y&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>1.000</td>
<td>0.547</td>
<td>0.946</td>
<td>0.515</td>
<td>0.828</td>
<td>0.760</td>
<td>0.238</td>
</tr>
<tr>
<td>std&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-</td>
<td>1.000</td>
<td>0.594</td>
<td>0.965</td>
<td>0.580</td>
<td>0.794</td>
<td>0.385</td>
</tr>
<tr>
<td>std&lt;sub&gt;y&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.591</td>
<td>0.960</td>
<td>0.761</td>
<td>0.283</td>
</tr>
<tr>
<td>lst&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.606</td>
<td>0.719</td>
<td>0.391</td>
</tr>
<tr>
<td>lst&lt;sub&gt;d&lt;/sub&gt;&lt;sub&gt;y&lt;/sub&gt;&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.683</td>
<td>0.295</td>
</tr>
<tr>
<td>cov&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.587</td>
</tr>
</tbody>
</table>

Notes: The daily volatility measures are constructed by summation of the corresponding intraday 5-minute returns, as detailed in the text. The sample period is December 1, 1986 until December 1, 1996.
### Table 3
**Dynamic Dependency Measures**
**Daily Realized DM/$ and Yen/$ Volatilities**

<table>
<thead>
<tr>
<th></th>
<th>$\text{vard}_t$</th>
<th>$\text{vary}_t$</th>
<th>$\text{stdd}_t$</th>
<th>$\text{stdy}_t$</th>
<th>$\text{lstdd}_t$</th>
<th>$\text{lstdy}_t$</th>
<th>$\text{cov}_t$</th>
<th>$\text{corr}_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{LB}$</td>
<td>3199.0</td>
<td>3230.2</td>
<td>6314.7</td>
<td>5086.4</td>
<td>9051.1</td>
<td>6706.4</td>
<td>1125.8</td>
<td>12291</td>
</tr>
<tr>
<td>$\hat{d}$</td>
<td>0.346</td>
<td>0.353</td>
<td>0.388</td>
<td>0.424</td>
<td>0.421</td>
<td>0.448</td>
<td>0.304</td>
<td>0.423</td>
</tr>
</tbody>
</table>

Notes: The realized daily volatilities are constructed by the summation of the DM/$ and Yen/$ 5-minute returns from December 1, 1986 until December 1, 1996, as detailed in the text. The first row reports Ljung-Box tests using sample autocorrelations through displacement 20. The 0.001 critical value is 45.3. The second row reports Augmented Dickey-Fuller tests for unit roots in the autoregressive lag-operator polynomials of univariate ARMA representations, using ten augmentation lags. The corresponding 0.01 and 0.05 critical values are -2.86 and -3.43. The third row reports the log-periodogram regression estimate for the fractional integration parameter, $d$. The estimates are based on the $m = \lceil T^{4/5} \rceil = 514$ lowest-frequency periodogram ordinates. The asymptotic standard error of the estimator depends only on $m$; it is $\pi (24m)^{-1/2} = 0.028$. 
Table 4
Statistics Summarizing Unconditional Marginal Distributions
Realized DM/$ and Yen/$ Volatilities at Different Levels of Temporal Aggregation

<table>
<thead>
<tr>
<th>Variability</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly, $h=5$</td>
<td>2.645</td>
<td>3.250</td>
<td>2.483</td>
<td>12.40</td>
</tr>
<tr>
<td>Bi-Weekly, $h=10$</td>
<td>5.296</td>
<td>10.52</td>
<td>2.109</td>
<td>9.378</td>
</tr>
<tr>
<td>Tri-Weekly, $h=15$</td>
<td>7.935</td>
<td>21.78</td>
<td>2.036</td>
<td>9.636</td>
</tr>
<tr>
<td>Monthly, $h=20$</td>
<td>10.59</td>
<td>34.35</td>
<td>1.619</td>
<td>5.816</td>
</tr>
</tbody>
</table>

Note: See notes to Table 1. The results for the weekly, bi-weekly, tri-weekly and monthly distributions are based on 489, 244, 163 and 122 observations, respectively.
<table>
<thead>
<tr>
<th></th>
<th>vary(_{t,h})</th>
<th>std(_{t,h})</th>
<th>stdy(_{t,h})</th>
<th>lst(_{t,h})</th>
<th>lstdy(_{t,h})</th>
<th>cov(_{t,h})</th>
<th>corr(_{t,h})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weekly, (h=5)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(vard_{t,h})</td>
<td>0.496</td>
<td>0.977</td>
<td>0.507</td>
<td>0.911</td>
<td>0.494</td>
<td>0.780</td>
<td>0.314</td>
</tr>
<tr>
<td>(vary_{t,h})</td>
<td>1.000</td>
<td>0.522</td>
<td>0.975</td>
<td>0.518</td>
<td>0.905</td>
<td>0.771</td>
<td>0.207</td>
</tr>
<tr>
<td>(std___{t,h})</td>
<td>-</td>
<td>1.000</td>
<td>0.547</td>
<td>0.978</td>
<td>0.545</td>
<td>0.786</td>
<td>0.338</td>
</tr>
<tr>
<td>(stdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.558</td>
<td>0.976</td>
<td>0.764</td>
<td>0.232</td>
</tr>
<tr>
<td>(lst___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.572</td>
<td>0.750</td>
<td>0.342</td>
</tr>
<tr>
<td>(lstdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.721</td>
<td>0.249</td>
</tr>
<tr>
<td>(cov___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.621</td>
</tr>
<tr>
<td><strong>Bi-weekly, (h=10)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(vard_{t,h})</td>
<td>0.469</td>
<td>0.982</td>
<td>0.480</td>
<td>0.929</td>
<td>0.475</td>
<td>0.768</td>
<td>0.279</td>
</tr>
<tr>
<td>(vary_{t,h})</td>
<td>1.000</td>
<td>0.499</td>
<td>0.981</td>
<td>0.507</td>
<td>0.929</td>
<td>0.749</td>
<td>0.165</td>
</tr>
<tr>
<td>(std___{t,h})</td>
<td>-</td>
<td>1.000</td>
<td>0.520</td>
<td>0.982</td>
<td>0.522</td>
<td>0.782</td>
<td>0.298</td>
</tr>
<tr>
<td>(stdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.538</td>
<td>0.982</td>
<td>0.748</td>
<td>0.184</td>
</tr>
<tr>
<td>(lst___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.550</td>
<td>0.760</td>
<td>0.302</td>
</tr>
<tr>
<td>(lstdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.720</td>
<td>0.199</td>
</tr>
<tr>
<td>(cov___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.622</td>
</tr>
<tr>
<td><strong>Tri-weekly, (h=15)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(vard_{t,h})</td>
<td>0.501</td>
<td>0.982</td>
<td>0.505</td>
<td>0.933</td>
<td>0.495</td>
<td>0.770</td>
<td>0.245</td>
</tr>
<tr>
<td>(vary_{t,h})</td>
<td>1.000</td>
<td>0.518</td>
<td>0.983</td>
<td>0.517</td>
<td>0.937</td>
<td>0.764</td>
<td>0.134</td>
</tr>
<tr>
<td>(std___{t,h})</td>
<td>-</td>
<td>1.000</td>
<td>0.533</td>
<td>0.983</td>
<td>0.532</td>
<td>0.782</td>
<td>0.268</td>
</tr>
<tr>
<td>(stdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.543</td>
<td>0.984</td>
<td>0.757</td>
<td>0.146</td>
</tr>
<tr>
<td>(lst___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.554</td>
<td>0.761</td>
<td>0.275</td>
</tr>
<tr>
<td>(lstdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.728</td>
<td>0.155</td>
</tr>
<tr>
<td>(cov___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.599</td>
</tr>
<tr>
<td><strong>Monthly, (h=20)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(vard_{t,h})</td>
<td>0.477</td>
<td>0.988</td>
<td>0.481</td>
<td>0.950</td>
<td>0.474</td>
<td>0.767</td>
<td>0.233</td>
</tr>
<tr>
<td>(vary_{t,h})</td>
<td>1.000</td>
<td>0.499</td>
<td>0.987</td>
<td>0.507</td>
<td>0.949</td>
<td>0.745</td>
<td>0.107</td>
</tr>
<tr>
<td>(std___{t,h})</td>
<td>-</td>
<td>1.000</td>
<td>0.510</td>
<td>0.987</td>
<td>0.508</td>
<td>0.777</td>
<td>0.248</td>
</tr>
<tr>
<td>(stdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.525</td>
<td>0.987</td>
<td>0.740</td>
<td>0.113</td>
</tr>
<tr>
<td>(lst___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.531</td>
<td>0.764</td>
<td>0.255</td>
</tr>
<tr>
<td>(lstdy___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.717</td>
<td>0.120</td>
</tr>
<tr>
<td>(cov___{t,h})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.000</td>
<td>0.595</td>
</tr>
</tbody>
</table>

Note: See notes to Table 2. The weekly, bi-weekly, tri-weekly and monthly correlations are based on 489, 244, 163 and 122 observations, respectively.
Table 6
Dynamic Dependency Measures
Realized DM/$ and Yen/$ Volatilities Under Temporal Aggregation

<table>
<thead>
<tr>
<th></th>
<th>$var_{t,h}$</th>
<th>$vary_{t,h}$</th>
<th>$stdd_{t,h}$</th>
<th>$stdy_{t,h}$</th>
<th>$lstdd_{t,h}$</th>
<th>$lstdy_{t,h}$</th>
<th>$cov_{t,h}$</th>
<th>$corr_{t,h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weekly, h=5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$LB$</td>
<td>621.5</td>
<td>503.3</td>
<td>799.1</td>
<td>612.0</td>
<td>938.2</td>
<td>627.4</td>
<td>447.7</td>
<td>2857</td>
</tr>
<tr>
<td>$d$</td>
<td>0.485</td>
<td>0.455</td>
<td>0.494</td>
<td>0.511</td>
<td>0.528</td>
<td>0.533</td>
<td>0.425</td>
<td>0.488</td>
</tr>
<tr>
<td><strong>Bi-weekly, h=10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$LB$</td>
<td>220.3</td>
<td>200.9</td>
<td>270.3</td>
<td>219.0</td>
<td>311.7</td>
<td>207.5</td>
<td>176.5</td>
<td>1246</td>
</tr>
<tr>
<td>$d$</td>
<td>0.510</td>
<td>0.501</td>
<td>0.501</td>
<td>0.500</td>
<td>0.479</td>
<td>0.485</td>
<td>0.480</td>
<td>0.499</td>
</tr>
<tr>
<td><strong>Tri-weekly, h=15</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$LB$</td>
<td>107.6</td>
<td>103.7</td>
<td>130.1</td>
<td>117.9</td>
<td>147.8</td>
<td>116.6</td>
<td>113.6</td>
<td>672.0</td>
</tr>
<tr>
<td>$d$</td>
<td>0.430</td>
<td>0.416</td>
<td>0.432</td>
<td>0.430</td>
<td>0.424</td>
<td>0.429</td>
<td>0.357</td>
<td>0.551</td>
</tr>
<tr>
<td><strong>Monthly, h=20</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$LB$</td>
<td>68.7</td>
<td>67.2</td>
<td>81.2</td>
<td>71.4</td>
<td>95.0</td>
<td>68.7</td>
<td>77.9</td>
<td>412.5</td>
</tr>
<tr>
<td>$d$</td>
<td>0.433</td>
<td>0.474</td>
<td>0.426</td>
<td>0.485</td>
<td>0.463</td>
<td>0.482</td>
<td>0.435</td>
<td>0.628</td>
</tr>
</tbody>
</table>

Notes: See notes to Table 3. The Ljung-Box tests, LB, using sample autocorrelations through displacement 20, are based on 489, 244, 163, and, 122 observations for the weekly, bi-weekly, tri-weekly and monthly estimates, respectively. The 0.001 critical value is 45.3. The reported log periodogram estimates of $d$ are calculated from the first $m = [(T/h)^{0.5}]$, or 141, 81, 58, and 46, periodogram ordinates, respectively. The corresponding asymptotic standard errors are 0.054, 0.071, 0.084 and 0.095, respectively.
Figure 1

Notes: The figure shows estimates of the unconditional densities of daily realized DM/$ and Yen/$ volatility, measured in three ways. The top panel shows estimated distributions for the DM/$ variance (solid line, \( \text{vard} \) in the notation of the text) and Yen/$ variance (dashed line, \( \text{vary} \) in the notation of the text). The middle panel shows estimated distributions for the DM/$ standard deviation (solid line, \( \text{stdd} \)) and Yen/$ standard deviation (dashed line, \( \text{stdy} \)). The bottom panel shows estimated distributions for the DM/$ and Yen/$ logarithmic standard deviations (\( \text{lstdd} \), solid line, and \( \text{lstdy} \), dashed line). The sample period runs from December 1, 1986, until December 1, 1996.
Figure 2
Distributions of Daily Realized Exchange Rate Comovement: Covariances and Correlations

Notes: The figure shows estimates of the unconditional densities of daily realized DM/$ and Yen/$ comovement, measured in two ways: covariance and correlation (\(cov\) and \(corr\), in the notation of the text). The sample period runs from December 1, 1986, until December 1, 1996.
Figure 3
Daily Realized Exchange Rate Volatilities: DM/$ vs. Yen/$

Notes: The figure shows a scatterplot of daily realized DM/$ and Yen/$ volatilities, measured as logarithmic standard deviations (lstdd vs. lstdy, in the notation of the text). The sample period runs from December 1, 1986, until December 1, 1996.
Figure 4
Daily Realized Exchange Rate Volatilities vs. Correlation

Notes: The top panel shows a scatterplot of daily realized DM/$ volatility measured as logarithmic standard deviation \((\text{lstdd})\) vs. daily realized (DM/$, Yen/$) correlation \((\text{corr})\). The bottom panel shows a scatterplot of daily realized Yen/$ volatility measured as logarithmic standard deviation \((\text{lstdy})\) vs. daily realized (DM/$, Yen/$) correlation \((\text{corr})\). The sample period runs from December 1, 1986, until December 1, 1996.
Notes: The figure shows estimates of the unconditional densities of daily realized (DM/$, Yen/$) correlation (corr, in the notation of the text) in low-volatility and high-volatility periods, where volatility is measured as logarithmic standard deviation (lstdd and lstdy). The top panel shows the estimated distribution of corr when both lstdd and lstdy are less than their median (“low volatility”) and when both are greater than their median (“high volatility”). The bottom panel shows the estimated distribution of corr when both lstdd and lstdy are less than their tenth percentile (“very low volatility”) and when both are greater than their ninetieth percentile (“very high volatility”). The sample period runs from December 1, 1986, until December 1, 1996.
Figure 6
Distribution of Realized Volatilities and Correlation:
Positive- vs. Negative-Return Days

Notes: The figure shows estimates of the unconditional densities of daily realized DM/$ and Yen/$ volatilities ($lstdd$ and $lstdy$, in the notation of the text) and correlation ($corr$) on positive and negative return days. The top panel shows the distribution of $lstdd$ on positive-return days (solid line) and negative-return days (dashed line). The middle panel shows the distribution of $lstdy$ on positive-return days (solid line) and negative-return days (dashed line). The bottom panel shows the distribution of $corr$ on positive-return days (solid line) and negative-return days (dashed line). The sample period runs from December 1, 1986, until December 1, 1996.
Figure 7
Times Series of Daily Realized Volatilities and Correlation

Notes: The figure shows the time series of daily realized DM/$ and Yen/$ volatilities (\(lstdd\) and \(lstdy\), in the notation of the text) and correlation (\(corr\)). The top panel shows \(lstdd\), the middle panel shows \(lstdy\), and the bottom panel shows \(corr\). The sample period runs from December 1, 1986, until December 1, 1996.
Notes: The figure shows estimates of the autocorrelation functions of daily realized DM/$ and Yen/$ volatilities ($lstdd$ and $lstdy$, in the notation of the text) and correlation ($corr$), through displacement 100. The parallel dashed lines are the 95% Bartlett intervals. The sample period runs from December 1, 1986, until December 1, 1996.
Figure 9
Estimates of Parameters of Fractional Integration
Realized Volatilities and Correlation

Notes: The figure shows log-periodogram estimates of the degree of fractional integration, $d$, as a function of the number of periodogram ordinates, $m$, used for their computation. $m^*$ is a benchmark choice of $m$ motivated by the results of Hurvich, Deo and Brodsky (1998). We show estimates of $d$ for realized DM/$ volatility ($lstdd$), realized Yen/$ volatility ($lstdy$), and realized correlation ($corr$). The sample period runs from December 1, 1986, until December 1, 1996.
Notes: The figure shows estimates of the cross-correlation functions of daily realized DM/$ and Yen/$ volatilities (\textit{lstdd} and \textit{lstdy}, in the notation of the text). That is, it shows 
\[ \text{Corr}(\text{lstdd}_t, \text{lstdy}_{t-j}) \] and 
\[ \text{Corr}(lstdd_{t-j}, lstdy_t), j = 1, 2, ..., 100. \] The parallel dashed lines are the 95% Bartlett intervals. The sample period runs from December 1, 1986, until December 1, 1996.
Notes: The figure shows the logarithm of the variance of partial sums against the logarithm of the aggregation levels, $h = 1, 2, ..., 30$, for the DM/$ and Yen/$ daily realized volatilities and correlation. In the notation of the text, the top panel shows $\log(\text{Var}(\text{lstdd}, I_h))$, the middle panel shows $\log(\text{Var}(\text{lstdy}, I_h))$, and the bottom panel shows $\log(\text{Var}(\text{corr}, I_h))$. The sample period runs from December 1, 1986, until December 1, 1996.
Figure 12
Realized h-Day Volatilities:
Variance as a function of h

Notes: The figure shows the logarithm of the variance of h-day volatilities against the logarithm of the aggregation levels, \( h = 1, 2, \ldots, 30 \), for the DM/$ and Yen/$ h-day realized volatilities. In the notation of the text, the top panel shows \( \log(\text{Var}(\text{lstdd}_{t,h})) \), and the bottom panel shows \( \log(\text{Var}(\text{lstdy}_{t,h})) \).