
MANAGEMENT SCIENCE
Vol. 52, No. 8, August 2006, pp. 1273–1287
issn 0025-1909 �eissn 1526-5501 �06 �5208 �1273

informs ®

doi 10.1287/mnsc.1060.0520
©2006 INFORMS

Financial Asset Returns, Direction-of-Change
Forecasting, and Volatility Dynamics

Peter F. Christoffersen
Faculty of Management, McGill University, 1001 Sherbrooke Street West, Montreal, Quebec, Canada H3A 1G5 and

Centre for Interuniversity Research and Analysis on Organizations (CIRANO), Montreal, Quebec, Canada, peter.christoffersen@mcgill.ca

Francis X. Diebold
Department of Economics, University of Pennsylvania, 3718 Locust Walk, Philadelphia, Pennsylvania 19104-6297 and

National Bureau of Economic Research, Cambridge, Massachusetts, fdiebold@wharton.upenn.edu

We consider three sets of phenomena that feature prominently in the financial economics literature: (1) con-
ditional mean dependence (or lack thereof) in asset returns, (2) dependence (and hence forecastability) in

asset return signs, and (3) dependence (and hence forecastability) in asset return volatilities. We show that they
are very much interrelated and explore the relationships in detail. Among other things, we show that (1) volatil-
ity dependence produces sign dependence, so long as expected returns are nonzero, so that one should expect
sign dependence, given the overwhelming evidence of volatility dependence; (2) it is statistically possible to
have sign dependence without conditional mean dependence; (3) sign dependence is not likely to be found via
analysis of sign autocorrelations, runs tests, or traditional market timing tests because of the special nonlinear
nature of sign dependence, so that traditional market timing tests are best viewed as tests for sign dependence
arising from variation in expected returns rather than from variation in volatility or higher moments; (4) sign
dependence is not likely to be found in very high-frequency (e.g., daily) or very low-frequency (e.g., annual)
returns; instead, it is more likely to be found at intermediate return horizons; and (5) the link between volatility
dependence and sign dependence remains intact in conditionally non-Gaussian environments, for example, with
time-varying conditional skewness and/or kurtosis.

Key words : return sign dependence, market timing; prediction
History : Accepted by David Hsieh, finance; received February 25, 2004. This paper was with the authors
9 months for 3 revisions.

1. Introduction
We consider three sets of phenomena that feature
prominently in the financial economics literature:
(1) approximate conditional mean independence (and
hence little or no forecastability) in asset returns,
(2) dependence (and hence forecastability) in asset
return signs, and (3) dependence (and hence fore-
castability) in asset return volatilities. We argue that
they are very much interrelated, forming a tangled
and intriguing web, a full understanding of which
leads to a deeper understanding of the subtleties of
financial market dynamics. Let us introduce them
in turn.
First, consider conditional mean independence,

by which we mean that an asset return’s condi-
tional mean does not vary with the conditioning
information set. Approximate conditional mean inde-
pendence then implies that out-of-sample return fore-
casting will be difficult, if not impossible. This view
is widely held and stems from both introspection and
observation. That is, financial economic theory sug-
gests that asset returns should not be easily forecast
using readily available information and forecasting

techniques, and a broad interpretation of four decades
of empirical work suggests that the data support
the theory (e.g., Fama 1970, 1991). Consequently, we
believe that conditional mean independence is rea-
sonably viewed as a good working approximation to
asset return dynamics.1

Second, consider dependence and hence forecasta-
bility of market direction (the return sign). Profitable
trading strategies result from successful forecasting
of market direction, quite apart from whether one is
successful at forecasting returns themselves. A well-
known and classic example, discussed routinely even

1 We emphasize the word “approximation” because weak condi-
tional mean dependence may appear at both long horizons (e.g.,
Fama and French 1988, 1989; Campbell and Shiller 1988) and
short horizons (e.g., Lo and MacKinlay 1999) for a variety of rea-
sons, ranging from low-frequency variation in risk premia to high-
frequency variation in market microstructure noise. The evidence
of long-horizon conditional mean dependence remains controver-
sial, however, because of serious statistical complications includ-
ing possibly spurious regressions (e.g., Kirby 1997), data snooping
biases (e.g., Foster et al. 1997), and small sample biases (Nelson and
Kim 1993), which may distort standard inference procedures when
applied to long-horizon prediction regressions.
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at the MBA textbook level (e.g., Levich 2001, Chap-
ter 8), involves trading in speculative markets. If, for
example, the yen-dollar exchange rate is expected to
increase, reflecting expected depreciation of the yen
relative to the dollar, and hence a negative expected
return on the yen, one would sell yen for dollar,
whether in the spot or derivatives markets. Positive
profits will be made when the sign forecast is cor-
rect. Generalizations to multiple asset classes, such
as stock and bond markets, involve basing alloca-
tion strategies on forecasts of the sign of the return
spread. Recent literature shows that asset return sign
forecasting can often be done with surprising suc-
cess; see, among others, Breen et al. (1989), Leitch
and Tanner (1991), Wagner et al. (1992), Pesaran and
Timmermann (1995), Kuan and Liu (1995), Larsen
and Wozniak (1995), Womack (1996), Gencay (1998),
Leung et al. (2000), Elliott and Ito (1999), White (2000),
Pesaran and Timmermann (2004), and Cheung et al.
(2005).
Finally, consider dependence and forecastability of

asset return volatility. A huge literature documents
the notable dependence, and hence forecastability, of
asset return volatility, with important implications not
only for asset allocation, but also for asset pricing
and risk management. Bollerslev et al. (1992) pro-
vide a fine review of evidence in the GARCH tradi-
tion, while Ghysels et al. (1996) survey results from
stochastic volatility modeling, Franses and van Dijk
(2000) survey results from regime-switching volatil-
ity models, and Andersen et al. (2005a) survey results
from realized volatility modeling. Interesting exten-
sions include models of time variation in higher-
ordered conditional moments, such as the conditional
skewness models of Harvey and Siddique (2000) and
the conditional density model of Hansen (1994). The
recent literature also contains intriguing theoretical
work explaining the empirical phenomenon of volatil-
ity forecastability, such as Brock and Hommes (1997)
and de Fontnouvelle (2000).
In this paper, we characterize in detail the rela-

tionships among the three phenomena and three
literatures discussed briefly above: (1) asset return
conditional mean independence, (2) sign dependence,
and (3) conditional variance dependence. It is well
known that conditional mean independence and con-
ditional variance dependence are statistically compat-
ible. However, much less is known in general about
sign dependence, and in particular about the relation-
ship of sign dependence to conditional mean inde-
pendence and volatility dependence. Hence, we focus
throughout on sign dependence. Among other things,
we show that
(1) Volatility dependence produces sign depen-

dence, so long as expected returns are nonzero.
Hence, one should expect sign dependence, given the
overwhelming evidence of volatility dependence.

(2) It is statistically possible to have sign (and
volatility) dependence, while at the same time, mean
independence.
(3) Sign dependence is not likely to be found via

analysis of sign autocorrelations or other tests (such
as runs tests or traditional tests of market timing)
because the nature of sign dependence is highly
nonlinear.
(4) Sign dependence is not likely to be found in

high-frequency (e.g., daily) or low-frequency (e.g.,
annual) returns. Instead, it is more likely to appear at
intermediate return horizons of two or three months.
(5) The link between volatility forecastability and

sign forecastability remains intact in conditionally
non-Gaussian environments, for example, with time-
varying conditional skewness and/or kurtosis; in fact,
it is significantly enriched.
We derive results (1), (2), and (5) theoretically in

a general setting, we derive (3) and (4) via a com-
plementary calibrated simulation experiment using a
popular model of return dynamics, and we provide a
preliminary empirical exploration using the S&P 500
in conjunction with RiskMetrics volatility forecasts.
Before moving on, we wish to emphasize that our

basic contention, namely, that sign dependence exists
and has fundamental connections to volatility depen-
dence, in no way requires conditional mean indepen-
dence; instead, we simply invoke conditional mean
independence to make our point as clearly as pos-
sible. This is fortunate because although conditional
mean independence is a reasonable approximation for
many purposes, it is also the subject of some con-
troversy on both the theoretical and empirical fronts,
with both theory and empirics ultimately proving
inconclusive. Classical dynamic asset pricing theory
predicts a positive equilibrium relationship between
conditional first and second moments (e.g., Merton
1973, Ferson and Harvey 1991), but it is now rec-
ognized that theory is also consistent with a nega-
tive relationship (e.g., Abel 1988, Backus and Gregory
1993, Gennotte and Marsh 1993). Similarly inconclu-
sive results hold on the empirical side: positive but
often insignificant dependence is found in Baillie and
DeGennaro (1990), French et al. (1987), Campbell and
Hentschel (1992), and Ghysels et al. (2005), whereas
negative dependence is found in Campbell (1987),
Nelson (1991), Lettau and Ludvigson (2005), and
Brandt and Kang (2004), and both are found in Glosten
et al. (1993), Harvey (2001), and Turner et al. (1989).
We proceed as follows. In §2, we build intuition

by sketching the main results in simple contexts,
focusing primarily on the conditionally Gaussian case.
We discuss the basic framework, we arrive at the basic
result that volatility dynamics produce sign dynam-
ics, and we draw the implications. In §§3 and 4, we
focus in greater depth on sign dependence, and we
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provide basic results on sign realizations, sign fore-
casts, and the relation between the two, stressing
both the measurement (§3) and detection (§4) of sign
forecastability. In §5, we perform a detailed simula-
tion experiment, which not only illustrates our basic
results but also extends them significantly, by charac-
terizing the nature of sign forecastability as a function
of forecast horizon. We provide an illustrative empir-
ical application in §6, and conclude in §7.

2. Conditional Mean Dependence,
Sign Dependence, and Volatility
Dependence: Basic Results

Here, we explore the links between conditional mean
dependence, sign dependence, and volatility depen-
dence. We have used the terms repeatedly, but thus
far, not defined them precisely, relying instead on
readers’ intuition, so let us begin with some pre-
cise definitions. First, we will say that a return series
Rt+1 displays conditional mean dependence (condi-
tional mean dynamics, conditional mean forecasta-
bility, conditional mean predictability) if E�Rt+1 ��t�
varies with �t .2 Second, we will say that Rt+1 dis-
plays sign dependence (sign dynamics, sign forecasta-
bility, sign predictability) if the return sign indicator
series I�Rt+1 > 0� displays conditional mean depen-
dence; that is, if E�I�Rt+1 > 0� � �t� varies with �t .3

Finally, we will say that Rt+1 displays conditional
variance dependence (conditional variance dynam-
ics, conditional variance forecastability, conditional
variance predictability, volatility dependence, volatil-
ity dynamics, volatility forecastability, volatility pre-
dictability) if 	2

t+1 � t ≡Var�Rt+1 ��t� varies with �t .
We now proceed to characterize the relationships

among sign, volatility dynamics, and conditional
mean dynamics.

2.1. Sign Dynamics Follow from Volatility
Dynamics

Consider the prevalence of volatility dynamics in
high-frequency asset returns, and the positive ex-
pected returns earned on risky assets. To take the sim-
plest possible example, which nevertheless conveys
all of the basic points, assume that the returns on a
generic risky asset are distributed as

Rt+1 ��t ∼N���	2
t+1 � t�� �> 0� (1)

2 Here and throughout, “returns” are excess returns relative to the
risk-free rate.
3 Equivalently, Rt+1 displays sign dependence if the conditional
probability of a positive return, Pr�Rt+1 > 0 � �t�, varies with �t

because Pr�Rt+1 > 0 ��t�= E�I�Rt+1� > 0 ��t�.

and therefore display conditional variance depen-
dence but no conditional mean dependence. The
probability of a positive return is then

Prt�Rt+1 > 0� = 1−Prt�Rt+1 < 0�

= 1−Pr
(
Rt+1−�

	t+1 � t
<

−�

	t+1 � t

)

= �

(
�

	t+1 � t

)
� (2)

where ��·� is the N�0�1� cumulative density function
(c.d.f.). Note that although the distribution is symmet-
ric around the conditional mean, and the conditional
mean is constant by assumption, the sign of the return
is nevertheless forecastable because the probability of
a positive return is time varying (and above 0.5 if �>
0). As volatility moves, so too does the probability of
a positive return: the higher the volatility, the lower
the probability of a positive return, as illustrated in
Figure 1.
The surprising result that the sign of the return

is forecastable although the conditional mean is con-
stant hinges interestingly on the interaction of a
nonzero mean return and nonconstant volatility. A
zero mean would render the sign unforecastable, as
would constant volatility; hence the tradition in finan-
cial econometrics of removing unconditional means
and working with zero-mean series disguises sign
forecastability. Note also that a large volatility relative
to the mean renders the sign nearly unpredictable.
It is interesting to note that the key link between
sign forecastability and volatility dynamics parallels
the literature on optimal prediction under asymmet-
ric loss. In sign forecasting, volatility dynamics inter-
act with a nonzero mean to produce time variation
in the probability of a positive return, and hence sign
forecastability. In forecasting under asymmetric loss,
as in Christoffersen and Diebold (1996, 1997), volatil-
ity dynamics similarly produce time variation in the
optimal point forecast of a series with a constant con-
ditional mean.
Our setup above was intentionally simple, but it

is easy to see that the results are maintained under
a number of interesting variations. To take just one
example (we discuss several in the online supplement
on the Management Science website at http://mansci.
pubs.informs.org/ecompanion.html), note that if
returns are conditionally non-Gaussian (e.g., con-
ditionally skewed), the result in Equation (2) that
volatility forecastability implies sign forecastability
still holds.

2.2. Sign Dynamics Do Not Require Conditional
Mean Dynamics

Forecasting market direction is of interest for active
asset allocation, and a substantial body of evidence



Christoffersen and Diebold: Financial Asset Returns
1276 Management Science 52(8), pp. 1273–1287, © 2006 INFORMS

Figure 1 The Dependence of Sign Probability on Volatility
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Notes. We show two Gaussian return densities, each with expected return of 10%. The first return has a standard deviation of 5%, and hence is positive
with probability 0.98 (the area to the right of zero under the more-peaked density function). The second return has a standard deviation of 15%, and hence is
positive with smaller probability 0.75 (the area to the right of zero under the less-peaked density function).

suggests that it can be done, as per the references given
earlier. Successful directional forecasting implies that
returns must be somehow dependent. When direc-
tional forecasting is found to be empirically success-
ful, it is tempting to assert that it is driven by (per-
haps subtle) nonlinear conditional mean dependence,
which would be missed in standard analyses of (lin-
ear) dependence, such as those based on return auto-
correlations.
The key insight is that although sign dynamics

could be due to conditional mean dependence, they
need not be. In particular, we have demonstrated
that volatility dynamics produce sign dynamics,
so that one should expect sign dynamics in asset
returns, given the overwhelming evidence of volatil-
ity dynamics, even if returns display near conditional
mean independence.
Moreover, as noted above, in a general equilibrium

involving risk-averse market participants observed
prices will, of course, not in general evolve as mar-
tingales, which is to say that observed returns may
in general display some conditional mean dynamics
because of perhaps time-varying risk premia over the
business cycle. Any such conditional mean dynam-
ics may, of course, contribute to sign forecastabil-
ity as well. In our analysis, we intentionally assume
the absence of conditional mean dynamics for sev-
eral reasons. First, as discussed earlier, the evidence
suggests that conditional mean independence is a
reasonable empirical approximation to asset return
dynamics, despite the fact that dynamic asset pric-
ing theory predicts dependence between first and
second moments. Second, we want to focus on the
subtle and little-understood connection between sign
dynamics and volatility dynamics. Third, standard
expansions suggest that even if conditional mean

dynamics are operative, one may expect that con-
ditional variance dynamics will dominate.4 To see
this, consider a Taylor series expansion of �t+1 � t/	t+1 � t
about the mean

�t+1 � t/	t+1 � t ≈ �/	 + ��t+1 � t −��	−1

+ �	−1
t+1 � t −	−1��� (3)

Based on this, consider the variance of �t+1 � t/	t+1 � t . To
first order, the variance of �t+1 � t is multiplied by 	−2,
which is a large number, while the variance of 1/	t+1 � t
is multiplied by �2, a smaller number. However, the
variance of 1/	t+1 � t is huge and should be the domi-
nant term.

2.3. An Intriguing Decomposition
It is interesting to interpret the phenomena at hand
through the decomposition5

Rt+1 = sign�Rt+1� · �Rt+1�� (4)

In the simple models just described (and, to a good
approximation, in observed return data), both of
the right-hand side components of returns display
persistent dynamics and hence are forecastable, yet
the left-hand side variable, returns themselves, are
unforecastable. This is an example of a nonlinear
“common feature,” in the terminology of Engle and
Kozicki (1993): both signs of returns and absolute
returns are conditional mean dependent and hence
forecastable, yet their product can be conditional
mean independent, and hence unforecastable.

4 The authors thank a referee for suggesting this, and for the Taylor
series argument.
5 See Rydberg and Shephard (2003) for an extensive and authorita-
tive treatment of this and related decompositions in the context of
ultrahigh-frequency financial asset price movements.
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3. Measuring the Strength of Sign
Forecastability

Here, we examine a number of questions relevant to
measuring sign forecastability. How, if at all, does the
derivative of a sign forecast with respect to volatility
vary as a function of volatility, and in what volatility
region is the derivative largest? What is the correla-
tion between sign forecasts and realizations, and how,
if at all, is the correlation related to the volatility of
sign forecasts?

3.1. The Responsiveness of Sign Forecasts to
Volatility Changes

In the simple setup developed thus far, we achieve
probability forecastability only from volatility dynam-
ics. A key issue is how much the probability forecast
changes when the volatility changes, and the obvious
measure is the derivative

�= �Prt�Rt+1 > 0�
�	t+1 � t

� (5)

where we choose the notation � for “responsive-
ness.”6 Immediately,

�=−f

( −�

	t+1 � t

)(
�

	2
t+1 � t

)
� (6)

where f �·� is the probability density function (p.d.f.)
of standardized returns.
In Figure 2, we work in a Gaussian environment

and plot � as a function of the information ratio, �/	 .
Note that � is always negative (i.e., the probability
of a positive return is always decreasing in the con-
ditional standard deviation). Crucially, however, � is
not monotone in �/	 ; instead, it achieves a minimum
at �/	 =√

2= 1�41. This makes sense: for �/	 close
to zero, the conditional probability of a positive return
can deviate little from 1/2, and hence responsiveness
is tiny. Similarly, for very large �/	 , the conditional
probability of a positive return can deviate little from
1, and hence responsiveness is again tiny. Interme-
diate values of �/	 , however, can produce greater
responsiveness. The maximal forecastability as mea-
sured by � that occurs when �/	 ≈ 1�41 is rather high
for an information ratio. The frequency with which
we hit that “sweet spot” depends on the volatility of
volatility, to which we shall return.

3.2. The Correlation between Sign Forecasts and
Realizations

To characterize the correlation between sign forecasts
and realizations, first note that

Cov�It+1�Pt+1 � t� = E�It+1Pt+1 � t�−E�It+1�E�Pt+1 � t�

= E�It+1Pt+1 � t�− P 2� (7)

6 This is also known as the “marginal effect” in the binary response
literature.

Figure 2 Responsiveness of Sign Probability to Volatility Movements
Plotted Against the Information Ratio, �/�
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Notes. We plot �t , the derivative of the probability of a positive return with
respect to return volatility, as a function of the information ratio, �/� . We
assume Gaussian returns.

where P is the unconditional probability of a positive
return and It+1 is the indicator variable of an ex post
realized positive return. Second, use the law of iter-
ated expectations to get

E�It+1Pt+1 � t� = E�Et�It+1Pt+1 � t��= E�Et�It+1�Pt+1 � t�

= E�P 2t+1 � t�� (8)

Hence, we have

Cov�It+1�Pt+1 � t�= E�P 2t+1 � t�− P 2 =Var�Pt+1 � t�� (9)

so the covariance between the forecast and the real-
ization is equal to the variance of the forecast.7 Con-
verting to correlation, we can write

Corr�It+1�Pt+1 � t� =
Var�Pt+1 � t�

Std�It+1�Std�Pt+1 � t�

= Std�Pt+1 � t�√
P�1− P�

� (10)

where P = E�It�. Note that the correlation between
sign forecasts and realizations depends only on the
standard deviation of the forecast, which, of course,
will depend on the particular return process at hand.
Despite its generality, the correlation expression fur-
nishes considerable insight. In particular, because the
optimal probability forecast Pt+1 � t is driven entirely
by the volatility 	t+1 � t , we have that Corr�It+1�Pt+1 � t�,
which is proportional to Std�Pt+1 � t�, is therefore driven
by the volatility of volatility.

4. Detecting Sign Forecastability
Now, we examine questions relevant to the detec-
tion of sign forecastability. First, we examine the
serial correlation structure of sign realizations, and

7 Alternatively, and perhaps more intuitively, note that regression
of It+1 on Pt+1 � t yields a unit coefficient by definition of It+1 and
Pt+1 � t . That is, Cov�It+1�Pt+1 � t �/Var�Pt+1 � t � = 1, which implies that
Cov�It+1�Pt+1 � t �=Var�Pt+1 � t �.
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we argue that it is not likely to be useful for iden-
tifying sign forecastability because the optimal sign
predictor turns out to be highly nonlinear. Hence,
linear diagnostic tools discard valuable information.
Next, we study the efficacy of runs tests for detecting
sign forecastability and show that they have parallel
deficiencies. Finally, we examine the ability of tradi-
tional market timing tests to detect sign forecastabil-
ity, and we argue that although they may have good
power to detect sign forecastability arising from time-
varying expected returns, they have little or no power
to detect sign forecastability arising from variation in
volatility (or higher-ordered conditional moments).

4.1. Serial Correlation of Signs
The basic insight is simply that

Corr�It+1� It� <Corr�Pt+1 � t� It+1�� (11)

which follows immediately from the fact that the opti-
mal time-t forecast of It+1, Pt+1 � t has a higher corre-
lation with It+1 than anything else observed at time
t, including It .8 The inequality leads one to suspect—
although, of course, it does not definitively prove—
that the size of the sign autocorrelation is likely to be
much less than the maximum attainable because It is
not likely to be highly correlated with Pt+1 � t , which is
driven directly by 	t+1 � t , not It . Hence, we conjecture
that the autocorrelations of the sign sequence may be
small, even if sign predictability is high. In §5, we
shall provide a quantitative assessment of this effect
in a realistically calibrated simulation.

4.2. Runs Tests
Working with a 0-1 sign sequence naturally leads one
to consider tests of sign forecastability based on the
number of runs in the sign sequence, and there is a
long tradition of doing so in empirical finance; see,
for example, Campbell et al. (1997, Chapter 2) for an
overview. We now consider whether runs tests are
likely to be more useful for detecting sign depen-
dence than the serial correlation coefficients discussed
above.
A run is simply a string of consecutive zeros or

ones. Hence, the number of runs is the number of
switches from 0 to 1, plus the number of switches
from 1 to 0, plus 1,

Nruns = 1+∑
t

�1− It�It+1+
∑
t

It�1− It+1�� (12)

which can be written as

Nruns = 1+ 2 
PT − 2∑
t

ItIt+1� (13)

8 The inequality can also be established by formally deriving the
equality Corr�It+1� It�=Corr�Pt+1 � t� It+1�Corr�Pt+1 � t� It�.

where 
P = �1/T �
∑

t It . Solving the Nruns equation for∑
t ItIt+1 and exploiting the fact that I 2t = It yields the

estimator,

Ĉorr�It+1� It� =
�1/T �

∑
t ItIt+1− 
P 2


P�1− 
P�
= 1− Nruns− 1

2T 
P�1− 
P� � (14)

This expression makes clear that there is no informa-
tion in the number of runs in a sign sequence that
is not also in the first-order autocorrelation of the
sequence, and conversely. Thus, our earlier conjec-
ture that sign predictability is unlikely to be found
using autocorrelations of the sign sequence translates
as well into a conjecture that it is unlikely to be found
using runs tests. In general, tests that rely only on
the sign sequence omit important information about
volatility dynamics, which is potentially valuable for
detecting sign predictability.

4.3. Market Timing Tests
Here, we discuss some popular market timing tests
and their relationship to return sign forecasts, and we
argue that none of them are likely to be useful for cap-
turing sign forecastability when it arises via volatility
dynamics, as we have emphasized.
The literature on market timing is intimately con-

cerned with signs and sign forecasting. For example,
Henriksson and Merton (1981) argue that p1 + p2 − 1
can be interpreted as the multiplier to apply to the
value of perfect market timing, where p1 is the proba-
bility of a correctly forecasted negative return and p2
is the probability of a correctly forecasted positive
return. Breen et al. (1989) show that in the regression

I�Rt+1 > 0�= a+ bI�Pt+1 � t > 0�5�+ et+1� (15)

we have that b = p1 + p2 − 1. Hence, the absence of
Henriksson and Merton (1981) market timing ability
corresponds to b= 0, which is easily tested using stan-
dard methods. Cumby and Modest (1987) examine
the closely related regression,

Rt+1 = a+ bI�Pt+1 � t > 0�5�+ et+1� (16)

and similarly test the significance of b.9

Note that all of the tests above process Pt+1 � t in a
particular way: Pt+1 � t enters them only through the
indicator function I�Pt+1 � t > 0�5�.10 Hence, for exam-
ple, a Pt+1 � t of 0.5001 is treated fundamentally differ-
ently from a Pt+1 � t of 0.4999, whereas a Pt+1 � t of 0.9999

9 See also Merton (1981), Whitelaw (1997), and Busse (1999). Note,
however, that this framework does not include the quadratic regres-
sion tests of Treynor and Mazuy (1966) and Ferson and Schadt
(1996), which are used in mutual fund performance evaluation.
10 The same is true for generalizations of the Henriksson and
Merton (1981) test, such as Pesaran and Timmermann (1992).
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is treated no differently from a Pt+1 � t of 0.5001. This
is particularly unfortunate because although volatility
dynamics lead to sign forecastability (i.e., variation in
Pt+1 � t), the time-varying Pt+1 � t may well never drop
below 0.5. Such is the case, for example, in the leading
example of a fixed positive expected return with sym-
metric conditional density analyzed earlier, so that the
tests discussed above would have no power to detect
sign dependence. Hence, the traditional market tim-
ing tests are best viewed as tests for sign dependence
arising from variation in expected returns rather than
from variation in volatility (or higher-ordered condi-
tional moments).

5. Sign Forecasting for Various Data
Frequencies and Forecast Horizons:
A Simulation Experiment

We have shown that return sign forecastability arises
from the interaction of nonzero expected returns and
volatility forecastability. As expected returns approach
zero, or as volatility forecastability approaches zero,
sign forecastability approaches zero.11 Hence, one
does not expect strong sign forecastability for very
high-frequency returns such as daily, despite their
high volatility forecastability, because expected daily
returns are negligible. Similarly, one does not expect
strong sign forecastability for very low-frequency
returns such as annual, despite the high expected
returns, because annual return volatility forecastabil-
ity is negligible. One might therefore conjecture that
sign forecastability will be highest at some interme-
diate horizon between such very short and very long
extremes. In this section, we evaluate this conjecture.
When analyzing sign dynamics at various hori-

zons, one is quickly faced with the challenge that
few discrete-time dynamic models with time-varying
volatility are closed in distribution under increasing
horizons.12 We therefore work with Heston’s (1993)
affine continuous-time stochastic volatility model,
which is arguably the most widely applied modern
univariate stochastic process for equity and equity
index returns. In Heston’s (1993) model, the condi-
tional characteristic function is known for any hori-
zon, so Fourier inversion techniques can be used to
compute sign probability forecasts.

11 Of course, higher-ordered conditional moment dynamics can also
contribute to sign predictability, as we discuss in detail in the
online supplement.
12 For penetrating insight into the difficulties involved in the tempo-
ral aggregation of discrete-time volatility models, see Meddahi and
Renault (2004), Meddahi (2001), Darolles et al. (2001), and Heston
and Nandi (2000).

5.1. Simulation Design
The stochastic volatility model parsimoniously cap-
tures many of the stylized facts of asset returns,
including skewness, leptokurtosis, and volatility per-
sistence, and its conditional density can be calcu-
lated easily at any forecast horizon. For all of these
reasons—both substantive and methodological—it
has become a standard benchmark in empirical asset
pricing.13

The Heston (1993) stochastic volatility model is

dS�t�=�Sdt+	�t�Sdz1�

d	2�t�= ���−	2�t��dt+�	�t�dz2�
(17)

where S�t� is the asset price process and 	2�t� is the
variance process, and where Corr�dz1�dz2� = �. The
expected instantaneous rate of return is �, the long-
run variance is �, the speed of variance adjustment
is governed by �, and the volatility of volatility is
governed by �.
Using Ito’s lemma, the stochastic volatility process

can conveniently be written in terms of the log asset
price, x�t�, as

dx�t�= ��−	2�t�/2�dt+	�t�dz1�

d	2�t�= ���−	2�t��dt+�	�t�dz2�
(18)

Note that although the instantaneous drift is sim-
ply a constant, the continuously compounded return
has a slightly time-varying mean from the Ito
transformation.
The probability of an increase in the asset price

between time t and t + ! , or equivalently, the prob-
ability of a positive return during "t� t + !#, can be
calculated using the inverse characteristic function
technique.14 In particular,

Pt+! � t ≡ Pr�x�t+ !�≥ x�t� � x�t�= x� 	2�t�= 	2�

= 1
2
+ 1

$

∫ �

0
Re

(
exp�−i&x�f �x�	2� !'&�

i&

)
d&�

(19)

where f �x�	2� !'&� is the characteristic function for
horizon ! , i=√−1, Re�·� takes the real part of a com-
plex number, and the characteristic function is

f �x�	2� !'&�= exp�C�!�&�+D�!�&�	2+ i&x�� (20)

13 The stochastic volatility model has been estimated by Andersen
et al. (2002), Bakshi et al. (1997), Benzoni (2002), Chernov et al.
(2003), Chernov and Ghysels (2000), Eraker et al. (2003), Jones
(2003), and Pan (2002), among others. We intentionally work with
a very simple version of the model, with a single volatility factor,
no volatility jumps, and no volatility long memory. One could, of
course, examine even richer models with multiple volatility factors
and/or volatility jumps as in Alizadeh et al. (2002), Bates (2000),
Chernov et al. (2003), and Duffie et al. (2000), and long memory in
volatility as in Andersen et al. (2001a, b; 2003).
14 As in the Gaussian case, computation of the sign probability
requires numerical integration, but the well-behaved integrand ren-
ders the integration straightforward.
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where

C�!�&�=�&i! + ��

�2

(
��−��&i+ d�!

− 2 log
(
1− g exp�d!�

1− g

))
� (21)

D�!�&�=
(
�−��&i+ d

�2

)(
1− exp�d!�
1− g exp�d!�

)
� (22)

g = �−��&i+ d

�−��&i− d
� (23)

and

d=√
���&i−��2+�2�&i+&2�� (24)

As we have shown, the structure of the Heston
model makes certain key calculations tractable, which
explains its popularity. We will now exploit that
tractability to illustrate several important aspects of
optimal sign forecasting, including the existence of a
nontrivial optimal horizon for sign prediction. Before
doing so, however, we note that the Heston model
actually limits the possible amount of sign predictabil-
ity. In particular, to ensure in discrete-time simula-
tions that the variance process stays strictly positive
almost surely in the Heston model, it is necessary to
restrict the volatility of volatility ���, such that �2 ≤
2��. This limits the amount of sign predictability that
the Heston model can generate because it requires the
volatility of volatility to be small relative to the uncon-
ditional variance and the conditional variance persis-
tence, whereas sign predictability is greatest when the
volatility of volatility is high, when conditional vari-
ance persistence is high, and when the unconditional
variance is low relative to the mean. Other stochastic
volatility specifications, although less tractable mathe-
matically, imply no such limits to sign predictability.15

In this sense, then, our simulation results below on
sign predictability using the Heston model as a data-
generating process are, if anything, conservative rela-
tive to those that could be obtained using alternative
models.
We simulate prices at five-minute intervals and

assume 24-hour trading with 250 trading days per
year. For the purpose of sign prediction, we pro-
ceed by discarding the intraday observations and take
daily to be the highest frequency of interest. We cal-
ibrate the parameters to typical values estimated in
the empirical literature. Our benchmark values are
�= 0�10, � = 2, � = 0�015, � = 0�15, and � = −0�50,

15 The volatility of volatility restriction in the Heston (1993) model
has been found to be restrictive in option valuation as well. Cir-
cumventing the restriction, Duffie et al. (2000) suggest a model
with correlated jumps in returns and jumps in volatility. Bakshi and
Cao (2003) find that the new model significantly improves on the
Heston (1993) model when valuating individual equity options.

which imply a daily mean of about 0.037%, a daily
unconditional standard deviation of 0.77%, uncon-
ditional skewness of about −0�1, and unconditional
excess kurtosis of about 1.16 The annualized mean
reversion parameter �= 2 implies a daily persistence
of about 1− 2/250 = 0�99 in a standard GARCH(1,1)
model. Note also that the parameters satisfy the �2 ≤
2�� condition.

5.2. Simulation Results
In Figure 3, we plot the sign forecasts from a typi-
cal sample path of the simulated process, computed
using (19). We show daily, weekly, monthly, quarterly,
semiannual, and annual conditional as well as uncon-
ditional sign probabilities. As we move from daily to
annual returns, the volatility of the conditional sign
probabilities first increases and then decreases. By
(10), this supports our conjecture that sign predictabil-
ity should increase and then decrease with horizon.
In contrast, the unconditional probability of a positive
return increases monotonically (and at a decreasing
rate) with horizon.
In Figure 4, we focus more directly and thoroughly

on our conjecture that sign dynamics will be most
prevalent at intermediate frequencies; examining the
correlation between sign forecasts and realizations
as a function of horizon. Consider first the top line
where � = 0�10, which is our benchmark parameter
value. The correlation is quite low for the highest fre-
quency returns, then it increases, and then it tapers
off again as we aggregate toward annual returns.
The correlation is highest at horizons of approxi-
mately 2–3 months (corresponding to 40–60 trading
days). Interestingly, then, despite the fact that sign
predictability is driven by volatility predictability,
which is highest at very high frequencies, the interac-
tion between decreasing volatility predictability and
increasing expected returns under temporal aggrega-
tion results in maximization of sign predictability at
medium horizons.
Consider now the middle and lower lines in

Figure 4 corresponding to � = 0�05 and � = 0,
respectively, with all other parameters kept at their
benchmark values. As expected, signs are less fore-
castable at all horizons for smaller �; the figure
provides a precise quantitative characterization. Inter-
estingly, some sign forecastability remains even when
�= 0 because of the nonzero leverage effect, �, inter-
acting with the volatility dynamics.17

16 In the online supplement, we explore an alternative parameteri-
zation with no leverage, and the results are qualitatively similar.
17 It is interesting to note that even when both drift and leverage are
zero, there is a small degree of sign forecastability as the horizon
increases, coming from the Ito term, −	 2�t�/2, in the drift of the
log price process. Meddahi and Renault (2004) find similar effects
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Figure 3 Time Series of Conditional Sign Probabilities—Various Return Horizons
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Notes. We simulate asset prices from a stochastic volatility model parameterized as dS�t� = 0	10Sdt + � �t�S dz1 and d� 2�t� = 2�0	015 − � 2�t�� dt +
0	15� �t� dz2, with Corr�dz1� dz2�=−0	5. We then calculate at each of 500 periods the conditional probability of a positive return at daily, weekly, monthly, and
annual horizons. The horizontal line in each subplot denotes the unconditional probability of a positive return, which equals the average conditional probability.

In Figure 5, we explore the effects of lower volatil-
ity persistence. The top line again corresponds to our
benchmark parameter value; that is, �= 2. The mid-
dle line shows the correlation between sign forecasts
and realizations when �= 5 (corresponding to a daily
volatility persistence of about 0.98) and the bottom
line when �= 10 (corresponding to a daily volatility

arising under aggregation. By defining dS�t�/S�t� to have a sym-
metric distribution, an asymmetry is automatically introduced in
the distribution of S�t + !�. See the online supplement for further
details.

persistence of about 0.96), with all other parameters
kept at their benchmark values. As expected, signs
are less forecastable at all horizons for lower volatility
persistence, and the figure again provides a precise
quantitative characterization.
In Figure 6, we show another important result, also

suggested but not conclusively established by our ear-
lier analytic work: the simple autocorrelation of the
sign realization is small compared to the correlation
between the forecasted and realized signs, at all hori-
zons, suggesting that attempts to detect, model, or
forecast signs by simple linear autoregressive models



Christoffersen and Diebold: Financial Asset Returns
1282 Management Science 52(8), pp. 1273–1287, © 2006 INFORMS

Figure 4 Correlation Between Sign Forecasts and Realizations Across
Horizons—Various Expected Return Parameters
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Notes. We simulate asset prices from a stochastic volatility model param-
eterized as dS�t� = �Sdt + � �t�Sdz1 and d� 2�t� = 2�0	015 − � 2�t��dt +
0	15� �t�dz2, with Corr�dz1� dz2� = −0	5 and � = 0	10, 0.05, and 0.00,
respectively. We then calculate the ex ante conditional probability of a positive
return as well as the ex post return sign realization at nonoverlapping hori-
zons ranging from 1 to 250 trading days (one year). We calculate the sample
correlation between the forecast and the realization across a large number of
realizations, making use of the quasi-analytic result (10) in the text.

Figure 5 Correlation Between Sign Forecasts and Realizations Across
Horizons—Various Volatility Persistence Parameters
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Notes. We simulate dS�t� = 0	10Sdt + � �t�Sdz1 and d� 2�t� = ��0	015−
� 2�t��dt + 0	15� �t�dz2, with Corr�dz1� dz2�=−0	5, and with volatility per-
sistence parameter � = 2, 5, and 10, respectively. We then calculate the
ex ante conditional probability of a positive return as well as the ex post return
sign realization at nonoverlapping horizons ranging from 1 to 250 trading
days (one year). We calculate the sample correlation between the forecast
and the realization using a large number of realizations, making use of the
quasi-analytic result (10) in the text.

Figure 6 Correlation Between Sign Forecasts and Realizations and
First Autocorrelation of Return Signs—Various Horizons,
Benchmark Parameters
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Notes. The correlation between sign forecasts and realizations is as in Fig-
ure 4. We compute the first autocorrelation of the sign sequence by simulat-
ing asset prices from a stochastic volatility model parameterized as dS�t�=
0	10Sdt + � �t�Sdz1 and d� 2�t� = 2�0	015− � 2�t��dt + 0	15� �t�dz2, with
Corr�dz1� dz2� = −0	5. We then construct an indicator sequence of return
signs for each horizon, and we calculate the sample autocorrelation from a
long simulated sequence of returns, using the quasi-analytic result (10) in
the text.

Figure 7 Responsiveness of Sign Probability to Volatility
Movements in Heston’s (1993) Stochastic Volatility Model
Plotted Against the Information Ratio, �/�
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Notes. We take the numerical derivative of the conditional probability, Pt+� � t ,
from Heston’s (1993) stochastic volatility model with respect to the stan-
dard deviation � �t�. We plot this derivative against the annualized information
ratio, �/�t+� � t , where � is the annualized drift and �t+� � t is the annualized
expected average standard deviation over the forecast horizon, � . We use the
benchmark parameters from Figure 6, with a forecast horizon of 40 trading
days (� = 40/250).

are not likely to be fruitful. It appears that the non-
linear volatility dynamics that drive sign dynamics
make the linear forecastability in signs quite small. In
our setup, tomorrow’s sign is linked to tomorrow’s
volatility, which is much more correlated with today’s
volatility than with today’s sign.
Finally, in Figure 7, we take the numerical deriva-

tive of the conditional probability, Pt+! � t , in Equa-
tion (19) with respect to the standard deviation 	�t�.
We plot this derivative against the annualized infor-
mation ratio defined as �/	t+! � t , where �= 0�1 is the
(annualized) mean of the instantaneous return drift
and 	t+! � t is the annualized expected average stan-
dard deviation over the forecast horizon, ! .18 We use
the benchmark parameters from Figure 6, with a fore-
cast horizon of 40 days �! = 40/250�. Figure 7 thus
confirms in a richer environment the result found in
the stylized Gaussian model in Figure 2. In particu-
lar, in a dynamic volatility setting when volatility is
very low, the sign probability does not respond to
changes in volatility—it is simply 1. Similarly, when
the volatility is very high, it dominates the mean
return, and the sign probability remains near 1/2.
However, for intermediate levels of volatility, the sign
probability responds to changes in volatility. Specifi-
cally, in this case, when �/	t+! � t is close to 1.5; that is,
when 	t+! � t is close to 6.67% in annual terms, the
sign predictor reaches a maximum level of respon-
siveness to volatility changes. Figure 7 thus shows
that the “sweet spot” for sign forecast responsiveness
to volatility changes is found at a low but not com-
pletely unrealistic level of volatility.

18 Note that the expected average variance in the Heston (1993)
model can be calculated from 	 2

t+! � t = � + �1 − exp�−�!��/
��!��	 2�t�− ��.
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6. Empirics
We now present a simple empirical example, pro-
ducing daily sign forecasts of returns on the S&P
500 index (SPINDX, from the Center for Research in
Security Prices (CRSP)) from January 1, 1963 through
December 31, 2003, at horizons ranging from h = 1
through h = 250 days.19 The example illustrates our
methods, provides preliminary evidence as to their
applied relevance, and lays the groundwork for addi-
tional exploration.
Let Rt+1,t+h be the h-day return, and define the

“positive return” indicator as It+h = 1 if Rt+1,t+h > 0
and It+h = 0 otherwise. We want to forecast It+h, and
our earlier theoretical analysis strongly suggests using
a model of the form

It+h = F

(
�

	t

)
+ et+h� (25)

where F �·� is a monotone function with a left limit of
zero and a right limit of one, � is the h-day expected
return, and 	t is a forecast of h-day return volatility.
An obvious choice of F �·� is the logistic,

F �x�= exp�x�
1+ exp�x�� (26)

which produces the popular logistic regression (logit)
model.
Hence, we proceed via logistic regression of It+h

on 1/	t . The issue remains as to what to use for 	t ;
indeed, as we have shown and stressed, the key
ingredient of a sign forecast is a volatility forecast.
Volatility forecasts can be obtained using a variety of
approaches, including GARCH volatilities, stochastic
volatilities, implied volatilities, and realized volatil-
ities, as surveyed in Andersen et al. (2005b, c).
Here, we proceed using the popular RiskMetrics
approach, which has links not only to the traditional
GARCH approach, but also to the more recent “real-
ized volatility” models of Hsieh (1991) and Andersen
et al. (2003), measuring any day’s variance (and fore-
casting any future day’s variance) as an exponen-
tially weighted moving average of past daily squared
returns, with the customary smoothing parameter
of 0.94.20

Each day we compute out-of-sample one-day
through 250-day return sign probability forecasts

19 We do not include dividends, because SPINDX does not. In addi-
tion, we do not subtract a risk-free rate. Doing so would require
complete daily term structure data for every day since 1963. It
would, of course, be of interest to move to excess returns, including
dividends in subsequent more elaborate investigations.
20 In future work, it would be of interest to contrast the results
reported below with those produced using other volatility mod-
els. In particular, certain of our empirical results may be driven
by the fact that RiskMetrics volatility forecasts do not mean revert,
whereas those from most other models do.

Figure 8 Daily RiskMetrics Volatility (Annualized)
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Note. We show the time series of daily (annualized) RiskMetrics volatilities
from January 1, 1963 through December 31, 2003, obtained using the stan-
dard smoothing parameter of 0.94.

using five-year rolling estimation windows and dif-
ferent logit models for each horizon to allow expected
returns to change over time and horizon.21 In Figure 8,
we show the volatility series. Its well-known pro-
nounced fluctuations and high persistence are imme-
diately apparent. The key issue, of course, is whether
the pronounced and predictable volatility dynamics
translate empirically into similarly pronounced and
predictable sign dynamics, as in the earlier simulation
exercise.
The results are encouraging. In Figure 9, we show

the conditional sign probability forecasts for the same
six horizons as in the simulations, together with
unconditional probabilities superimposed for visual
reference. The unconditional sign probabilities natu-
rally increase with horizon, and the conditional sign
probabilities fluctuate widely and persistently around
them—indeed noticeably more so than in the sim-
ulation example—reflecting the wide and persistent
empirical fluctuations in S&P 500 volatility.
In Figure 10, we show the correlation between the

out-of-sample sign probability forecast and the sign
realization, as well as the first-order autocorrelation of
the sign realization for various horizons. The humped
patterns, with the correlations larger than the auto-
correlations, conform roughly to the theory. It is inter-
esting to note, however, that both the correlations and
the autocorrelations are generally much larger than in
our earlier simulation example, which uses an affine
volatility model with low volatility of volatility.

7. Concluding Remarks and
Directions for Future Research

Our contribution is twofold. First, we show that
given the widely accepted volatility dynamics in stock

21 All told, we estimate roughly 100,000 logit models.
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Figure 9 Conditional Probability Forecasts—Various Horizons
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Note. We show the time series of conditional probabilities of a positive S&P 500 return at six horizons, assessed using a logit model in conjunction with a
RiskMetrics volatility forecast.

returns, one should not be surprised to find sign
forecastability in returns, even if returns are condi-
tional mean independent. Hence, sign dependence is
likely widespread, but it is not necessarily indicative
of time-varying expected returns and should not be
interpreted as such.
Second, we explore a variety of aspects of sign

forecastability, analytically, numerically, and empiri-
cally. For example, we show analytically that sign
probability forecasts are most sensitive to changes in
volatility when volatility is at an intermediate level,
and we show in a realistically calibrated simulation
exercise that sign forecastability appears strongest at
intermediate horizons of two or three months. In
addition, we show that the nonlinear nature of sign
dependence makes it unlikely to be found via tradi-

tional approaches such as analysis of sign autocorre-
lations, runs tests, or market timing tests.
Importantly, our results relate not only to academic

concerns, but also to those of practitioners, who com-
monly use market timing strategies linked to volatility
movements, as documented, for example, in Rattray
and Balasubramanian (2003) and Gross et al. (2003).
To the best of our knowledge, however, we are the
first to provide a rigorous scientific investigation of
the links between volatility dynamics and directional
market movements.
As for future work, the obvious next step is to for-

mulate trading strategies based on sign forecasts (e.g.,
by trading digital options) and to assess their efficacy
in generating positive risk-adjusted excess returns.
Interestingly, the analysis of this paper makes clear
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Figure 10 Forecast Correlation and Return Sign Autocorrelation—
Various Horizons
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Note. We show the empirical analog of Figure 6 based on probability fore-
casts produced using a logit model in conjunction with a RiskMetrics volatil-
ity forecast.

that such strategies should be related to “volatility
timing” strategies, such as those of Fleming et al.
(2001, 2003) and Johannes et al. (2002), in which
portfolio shares are dynamically adjusted based on
forecasts of the variance-covariance matrix of the
underlying assets. Sign/volatility dynamics could
also be exploitable in safety-first problems, as in
Roy (1952), Bawa (1978), and Hagigi and Kluger
(1987). One could progress significantly, moreover, by
incorporating skewness and kurtosis dynamics, using
the methods of El Babsiri and Zakoian (2001). Such
“moment timing” will require evaluation measures
more widely applicable than simple Sharpe ratios,
such as Stutzer’s (2001) portfolio performance index.
Other explorations may also prove interesting. One

example is generation of probability forecasts for
future returns exceeding any given value x or per-
centile ., and developing the links to related work
such as Engle and Manganelli (2002) and Taylor
(2005). Another example is estimating nonparamet-
rically the maximally predictable nonlinear func-
tion f �·� of returns. The results of Chen et al. (2000)
indicate that the optimal function will be monotone,
as is the sign function, but the issue remains open
as to whether and how the maximally predictable
nonlinear function of returns diverges from the sign
function.
An online supplement to this paper is available on

the Management Science website (http://mansci.pubs.
informs.org/ecompanion.html).
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