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Abstract

We propose a new method for solving high-dimensional dynamic programming problems and recursive competitive equilibria with a large (but finite) number of heterogeneous agents using deep learning. The “curse of dimensionality” is avoided due to four complementary techniques: (1) exploiting symmetry in the approximate law of motion and the value function; (2) constructing a concentration of measure to calculate high-dimensional expectations using a single Monte Carlo draw from the distribution of idiosyncratic shocks; (3) sampling methods to ensure the model fits along manifolds of interest; and (4) selecting the most generalizable over-parameterized deep learning approximation without calculating the stationary distribution or applying a transversality condition. As an application, we solve a global solution of a multi-firm version of the classic Lucas and Prescott (1971) model of “investment under uncertainty.” First, we compare the solution against a linear-quadratic Gaussian version for validation and benchmarking. Next, we solve nonlinear versions with aggregate shocks. Finally, we describe how our approach applies to a large class of models in economics.
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1 Introduction

We propose a new method for solving high-dimensional dynamic programming problems and recursive competitive equilibria with a large (but finite) number of heterogeneous agents. The key to our approach is to exploit symmetry in dynamic programming and concentration of measure to build a deep neural network that is particularly efficient and easy to train.

Models with many finite agents are very popular in economics. Think about models of industry dynamics with many firms, models with many regions or countries, or models with many households. In fact, one can argue that we only use models with a continuum of agents in macroeconomics or international trade as a convenient abstraction: the U.S. economy had around 128.45 million households in 2020, not an infinite number of them.

Unfortunately, dealing with multi-agent models is challenging, as we quickly bump into the “curse of dimensionality” (Bellman, 1958, p. ix). As soon as we have more than a few agents, it becomes nearly impossible to solve these models or take them to the data. As noted by Powell (2007), there are two sources for the “curse of dimensionality” in dynamic programming. First, the cardinality of the state space is enormous. Second, it is difficult to compute highly-dimensional conditional expectations.

To illustrate these two sources, consider a simple economy. We start with the case that there is only one agent that produces a single perishable good. Since the good is perishable, there are no savings. The agent can have high or low productivity in every period and work with high or low effort. Productivity has persistence: high productivity today makes high productivity tomorrow more likely. Work effort yesterday affects the disutility of effort today: high effort yesterday means higher disutility today. The dynamic programming problem of this agent is trivial. The state has a cardinality of 4 (low productivity today with low work effort yesterday, low productivity today with high work effort yesterday, high productivity today with low work effort yesterday, and high productivity today with high work effort yesterday). The agent only needs to decide whether to work with high or low effort in each of these 4 states.

Let us next modify the model. We will have $N$ agents, with the same environment as before, except that now each agent produces a differentiated, perishable good but consumes all the $N$ goods in the economy (to simplify, we assume that each agent behaves parametrically with respect to all prices, including the price of the good she produces). By introducing many agents, we have gone from having 4 states to having $4^N$ states. Each agent needs to keep track of the individual states of all the $N$ agents in the economy: these states determine the current supply and prices of goods and the (conditional) future distribution of productivities and work effort. Without that information, the agent cannot make an optimal decision regarding her work effort today (and hence, her disutility tomorrow). If the economy has 133 agents (a small village), the cardinality of the state space is $4^{133}$, which is larger than the Eddington number, the estimate of protons in the universe, of $10^{80}$. 
However, not only must the agent keep track of $4^N$ states, but she also must compute the conditional expectation of her continuation value function over these $4^N$ states. This computation requires either large sums (if the states, as here, are finite) or complex highly-dimensional integrals (if the states are continuous). Both tasks become prohibitively expensive as soon as $N$ grows above the single digits.

This simple example might seem discouraging: we cannot even compute a simple economy! But it also suggests intriguing possibilities. For example, does an agent need to keep track of the states of every single agent? Under an appropriate symmetry assumption, it might only be necessary to keep track of how many agents are in each of the 4 individual states. Imagine, for instance, that all the goods enter into the agent’s utility function with equal weight. The only information the agent requires, beyond her own states, is how many agents are in each of the four possible states. The indices (e.g., whether agent 45 or 79 is the one who has high productivity today with high or low work effort yesterday) are irrelevant. The cardinality of the new state space when $N = 133$ is $\approx 1.56$ million points, something we can easily handle with a laptop.

We will show that this result is much more general: it holds in each case where we can find symmetry in the problem. Since we can include heterogeneity among the agents (e.g., different discount factors or utility weights) in the definition of the states, there will be plenty of cases where symmetry holds. In fact, most heterogeneous agent models in economics have a latent but obvious symmetry imposed by the presence of a Walrasian auctioneer. In general equilibrium, the auctioneer collects all the excess supply of each agent, aggregates them, and sells them. This aggregation removes the indices of agents in the economy and the solution of the model is invariant under all the permutations of other agents’ states. Mathematically speaking, any function representing the solution belongs to the family of symmetric functions, i.e., the solution is a function on a set rather than on a vector space (see Macdonald, 1998, for an introduction to symmetric functions).

Notice that, for symmetry to hold, we do not require agents to have the same state values. We only require that they behave the same when they happen to have the same state values. To formalize this idea, we will introduce the notion of permutation-invariant dynamic programming and describe how we can use powerful results to represent functions invariant to permutations.

But our argument goes even further. Suppose we have many agents and there is an underlying symmetry assumption. Will we not have something that resembles a law of large numbers when computing the conditional expectation of the next-period value function? Intuitively, suppose the continuation utility does not depend too much on the states of any given agent. In that case, the continuation utility will become essentially constant for all draws of (independent) idiosyncratic shocks. Hence, we can calculate it with a single Monte Carlo draw from the distribution of idiosyncratic shocks.

We can show this possibility more carefully by relying on some recent developments in high-
dimensional probability theory, concentration of measure.\textsuperscript{1} Loosely speaking, concentration of measure states that a “well-behaved” (Lipschitz continuous) function that depends on lots of independent random variables is essentially constant. Applying this idea to the expected continuation value function, if we have many agents and their idiosyncratic shocks are independent, each draw from the distribution of idiosyncratic shocks will deliver, approximately, the same result. In models with a continuum of heterogeneous agents, we use an extreme form of this result: usually, we assume that a law of large numbers holds in the economy regarding the idiosyncratic shocks.\textsuperscript{2}

The beauty of this result is that it reduces an $N + 1$ dimensional integration (each of the $N$ idiosyncratic shocks plus the aggregate shock) to a two-dimensional integration: the idiosyncratic shock of the agent of interest and the aggregate shock. The argument works, a fortiori, when the idiosyncratic shock is a multidimensional vector, not a scalar. This drastic dimensionality reduction allows us to use deterministic integration methods such as Gaussian quadrature, as opposed to Monte Carlo methods, on the remaining variation in the aggregate shock. In other words: while normally we think of a high-dimensional state space as making integrals more difficult, we show that a large number of shocks make expectations easier to calculate.

Finally, we train the neural network that implements the permutation-invariant dynamic programming by choosing training points inspired by the symmetry of the problem. For instance, consider an economy where the profit is a function of linear aggregate demand. In this case, a firm’s profit is invariant under the permutation of other firms’ production level: the profit isoquants are hyperplanes in a simplex. Hence, the sampling is reduced to a two-dimensional problem: sampling from the space of the firm of interest and the space of hyperplanes in a simplex. In this paper, we can sample from those hyperplanes by simulating the aggregate dynamics from initial conditions of interest—and using the equilibrium policy for the dynamics of each agent. In such a way, our sampling process provides an especially accurate approximation starting from a finite set of (distributional) initial conditions.

With all these results, we define a general class of recursive competitive equilibrium models with heterogeneous agents, called permutation-invariant economies, and establish that the value function and optimal policy of each agent are invariant under permutation of other agents in the economy. We provide a theorem on how to represent permutation-invariant functions that can lead to a substantial reduction in the dimensionality of the state space. This functional

\textsuperscript{1}See Vershynin (2018) and Barvinok (2005) for an introduction to high-dimensional probability theory and concentration of measure.

\textsuperscript{2}As we will explain in detail at the end of Section 3, drawing from the distribution of idiosyncratic shocks, even just once, is the right thing to do. Instead, setting the shocks to zero (as a naive intuition would suggest if the idiosyncratic shocks are Gaussian) would miss the typical set of the distribution, which in high dimensions does not include the mode of the distribution (i.e., zero). Also, notice that our argument of drawing once from the distribution of idiosyncratic shocks, thanks to concentration of measure, is different from Judd et al. (2017), who propose precomputing the integrals required in Bellman or Euler equations.
representation sheds light on why in some heterogeneous agent models, such as Krusell and Smith (1998), the first moment of the aggregate distribution is enough to explain the perceived law of motion, and provides an extension for models that requires more information on the distribution of aggregates. The spirit of our method is, therefore, to take the ‘big K, little k’ approach and generalize it to a ‘many big K, one little k’ where each ‘k’ can accurately forecast functions of the evolution of the other ‘K’ that are invariant to relabeling and permutation.

We illustrate our arguments with a variation of the classic Lucas and Prescott (1971) model of investment under uncertainty. We pick this model for two reasons. First, this model generates one of the simplest nontrivial recursive competitive equilibria. For instance, Ljungqvist and Sargent (2018, ch. 7) use this model to introduce recursive competitive equilibria to students. Thus, the model is very well understood. Second, a particular case of this model, when the pricing function is linear, has a known linear-quadratic (LQ) solution, which gives us a classical optimal control solution against which we can benchmark our results and verify the numerical error. The classical control solution (which ignores symmetry) requires computations that scale with the cube of the number of variables (i.e., $O(N^3)$), whereas our approximation method is independent of the scale (i.e., $O(1)$ for reasonable $N$).

Furthermore, we can solve the global solution of the LQ model by only fitting it to two data points, regardless of the number of firms. Given that the closed-form model with linearity only requires two parameters, this should not be a surprise. The interesting point is that we can do so even in cases where the guessed solution is heavily over-parameterized (e.g., if we pretend not to know the exact functional form of the solution and, instead, we try to fit a nonlinear solution with 10,000 parameters). An even more exciting result is that this solution is found without directly applying a transversality condition or even using a stationary solution as a special case of a boundary. Despite possibly tens of thousands of parameters, the process finds the “right” equilibrium, which generalizes well outside of the small number of points used in the approximation.\(^3\)

We also use the LQ solution to show the concentration of measure and permutation invariance exactly. While, ex-post, these results should not be surprising, they are more general than one might suspect. To show this, we solve a non-LQ version of the model using neural networks to represent the optimal policy and value function. This strategy is justified by the observation that neural networks are universal approximators, i.e., they can get $\epsilon$-close to any continuous function (Cybenko, 1989, and Hornik, 1991). Also, neural networks are flexible in their design, and we have efficient and fast software (e.g., Pytorch and TensorFlow) and hardware (e.g., GPUs) platforms for training them. Notice, nonetheless, that the neural networks do not cause reduction

\(^3\)The mathematical theory of highly over-parameterized models (when the number of parameters $\gg$ the data points) shows that this class of models, when fitted with stochastic optimization algorithms, generalize by converging to a minimum-norm solution within the space of approximating functions (see Belkin et al., 2019, and Advani et al., 2020). This minimum-norm solution coincides with the equilibrium we are interested in.
of dimensionality: symmetry does.

To frame our paper within the literature, remember that symmetry is a property of a mathematical system that remains invariant under a set of operations or transformations. The existence of symmetry in a problem can lead to a reduction in dimensionality and, thus, alleviate the curse of dimensionality, enhance accuracy, and reduce complexity. For instance, symmetry plays a crucial role in reducing of dimensionality in studying ordinary and partial differential equations (Walcher, 2019, and Bluman et al., 2010).

Symmetry has been applied in economics before. For instance, Hartford et al. (2016) use permutation-equivariant symmetry in order to reduce dimensionality to study the best responses in a normal form game. Sato (1985) and Samuelson (1990) use the Lie groups symmetry to reduce the dimensionality of income space required to describe aggregate demand. Symmetry is also implicitly used every time economists solve models with a mean-field approximation whenever a continuum of agents is assumed.4

But it has been the recent developments in the machine learning literature that have proved that exploiting symmetry can significantly alleviate the curse of dimensionality in regression and classification problems. This has been done for data augmentation and designing architectures for neural networks.

Regarding data augmentation, we can create pseudo-data that reflect the symmetry of the problem. For instance, if the function of interest is invariant to any permutation of its inputs, the pseudo-data are all the permutations of independent variables with the same dependent variable. Chen et al. (2019) provide a comprehensive group-theoretical treatment of data augmentation. In terms of architecture design, we can design a parametric approximating family of functions to preserve the symmetry of the problem, such as a neural network that is invariant under the rotation of its input arguments. This design reduces the size of the set of parameters in the optimization problem and alleviates over-fitting.5

Our use of permutation-invariant symmetry falls under the architectural approach. We follow the recent developments in the representation of functions that are invariant under permutation groups. Zaheer et al. (2017) establish that using permutation invariance and equivariant symmetry can lead to a significant reduction in dimensionality. Yarotsky (2018) provides a detailed treatment of representing permutation-invariant functions with neural networks and provides a representation that is a universal approximator for permutation-invariant functions. Wagstaff et al. (2019) illustrate cases where this functional representation fails to reduce dimensionality. Our choice of functional representation is also closely linked to the literature of symmetric

---

4The Walrasian auctioneer uses symmetry, which manifests as an equilibrium condition on a distribution rather than individual states. Thus, agents can use the forecast of the distribution to forecast the scalar prices they care about. Similarly, without aggregate shocks, the evolution of the distribution is deterministic. Hence, agents can forecast the scalar functions of the distribution imposed by the auctioneer perfectly.  
5Lyle et al. (2020) compares the benefits of data augmentation versus architectural design for deep neural networks.
functions, see Prasad (2018) and Zabrocki (2015).

Exploiting symmetry in Markov decision processes (MDPs) to reduce dimensionality was introduced by Ravindran and Barto (2001), who treat symmetry as a homomorphism between two MDPs that commutes with transition dynamics and preserves the reward function. Similarly, in our work, the permutation symmetry can be thought of as a homomorphism between two economies. However, earlier work regarding symmetry has mainly focused on discovering symmetries in MDPs rather than exploiting a priori knowledge of symmetry; see Narayanamurthy and Ravindran (2008).

Using neural networks as a family of approximating functions to solve a stochastic dynamic problem in economics can be traced back to Duffy and McNelis (2001). Due to recent substantial hardware and software advances in training deep neural networks, this method has become popular in solving dynamic models in economics. See, among others, Maliar et al. (2019), Fernández-Villaverde et al. (2019), Duarte (2018), and Azinovic et al. (2019).

The rest of the paper is organized as follows. Section 2 formally introduces the ideas of permutation-invariant dynamic programming and concentration of measure. Section 3 presents our application. Section 4 solves the special case with a linear inverse-demand using the classic control solution using LQ Gaussian techniques. Section 5 introduces our deep learning implementation to solve both the LQ and non-LQ cases. Finally, Section 6 explores the full generality of these techniques.

2 Permutation-Invariant Dynamic Programming and Concentration of Measure

This section describes the two ideas that will efficiently tackle highly-dimensional dynamic programs: permutation-invariant dynamic programming and concentration of measure. Permutation invariance will give us a structure in the solution of dynamic programming problems that we can exploit, even when the number of states is large. Concentration of measure will let us deal with the complex conditional expectations that appear in highly-dimensional dynamic programs. In Section 3, we will present a model of investment under uncertainty where we can apply these two ideas.

But, before introducing permutation invariance and concentration of measure, we briefly discuss the concept of a permutation matrix and the associated symmetric group of permutation matrices under matrix multiplication.

---

6There is also an emerging literature in deep reinforcement learning that uses symmetry to reduce dimensionality (van der Pol et al., 2020).
2.1 The symmetric group of permutation matrices

We denote a column vector of length \( N \) of 1s or 0s as \( 1_N \) and \( 0_N \) respectively. Similarly, we write matrices of size \( M \times N \) of 0s or 1s as \( 0_{MN} \) and \( 1_{MN} \) respectively, and an identity matrix of size \( N \) as \( I_N \). Notice that \( 1_{NN} = 1_N 1_N^\top \), a result that will be helpful momentarily.

A permutation matrix is a square matrix with a single 1 in each row and column and zeros everywhere else. These matrices are called “permutation” because, when they premultiply (postmultiply) a conformable matrix \( A \), they permute the rows (columns) of \( A \).

Let \( S_N \) be the set of all \( n! \) permutation matrices of size \( N \times N \). For example,

\[
S_2 = \left\{ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \right\}.
\]

The first element of \( S_2 \) is the identity matrix, which leaves rows and columns of a multiplied matrix \( A \) unchanged, while the second element swaps the rows or columns of \( A \). The set \( S_N \) forms a symmetric group under matrix multiplication. See Appendix A for further notation.

2.2 Permutation-invariant dynamic programming

We want to study a class of dynamic programming problems where the aggregate state vector \( X \) can be permuted. To do so, we start by defining a general dynamic programming problem for environments with many agents and using recursive notation.

**Definition 1 (A ‘big \( X \), little \( x \)’ dynamic programming problem).** Consider the dynamic programming problem:

\[
v(x, X) = \max_u \left\{ r(x, u, X) + \beta \mathbb{E} [v(x', X')] \right\}
\]

\[
s.t. \ x' = g(x, u) + \sigma w + \eta \omega
\]

\[
X' = G(X) + \Omega W + \eta \omega 1_N.
\]

Here, \( x \) is the individual state of the agent, \( X \) is a vector stacking the individual states of all of the \( N \) agents in the economy, \( u \) is the control, \( w \) is random innovation to the individual state of the agent, which gets stacked in \( W \sim \mathcal{N}(0_N, I_N) \) where, without loss of generality \( w = W_1 \), and \( \omega \sim \mathcal{N}(0, 1) \) is a random aggregate innovation to all the individual states. Also, \( v : \mathbb{R}^{N+1} \rightarrow \mathbb{R} \) is the value function, \( r : \mathbb{R}^{N+2} \rightarrow \mathbb{R} \) is the return function, \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) is the deterministic component of the law of motion for \( x \), \( G : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is the the deterministic component of the law of motion for \( X \), and \( \mathbb{E} [\cdot] \) is the conditional expectations operator.

Extending the previous notation to the case where every agent has several state or control variables is straightforward but tedious. To simplify derivations, from now on, we focus on the
case where \( r(\cdot), g(\cdot), \) and \( G(\cdot) \) are differentiable.

**Definition 2** (Permutation-invariant dynamic programming). A ‘big \( X \), little \( x \)’ dynamic programming problem is a permutation-invariant dynamic programming problem if, for all \((x, X) \in \mathbb{R}^{N+1} \) and all permutations \( \pi \in S_N \), the reward function \( r \) is permutation invariant:

\[
r(x, u, \pi X) = r(x, u, X),
\]

the deterministic component of the law of motion for \( X \) is permutation equivariant:

\[
G(\pi X) = \pi G(X),
\]

and the covariance matrix of the idiosyncratic shocks satisfies

\[
\pi \Omega = \Omega \pi.
\]

The intuition behind the previous definition is that we are interested in dynamic programming problems where we care, for example, about the distribution of capital among the agents in the economy, but not whether the rich agent is agent 12 or agent 27. If agent 12 swaps her capital with agent 27 (and other relevant states such as her preference shock or income level), the equilibrium dynamics of the economy would still be the same.

The next proposition shows a basic property of permutation-invariant dynamic programming.

**Proposition 1** (Permutation invariance of the optimal solution). The optimal solution of a permutation-invariant dynamic programming problem is permutation invariant. That is, for all \( \pi \in S_N \):

\[
u(x, \pi X) = v(x, X)
\]

and

\[
v(x, \pi X) = v(x, X).
\]

**Proof.** Appendix C.1

Building on our previous example, Proposition 1 tells us that, if the equilibrium dynamics of the economy do not change if agent 12 swaps her capital with agent 27, the policy and value functions of agent 1 will not change either. This straightforward property allows us to write the solution of the problem using a remarkable result regarding the representation of permutation-invariant functions.

**Proposition 2** (Representation of permutation-invariant functions). Let \( f : \mathbb{R}^{N+1} \to \mathbb{R} \) be a
continuous permutation-invariant function under $S_N$, i.e., for all $(x, X) \in \mathbb{R}^{N+1}$ and all $\pi \in S_N$:

$$f(x, \pi X) = f(x, X).$$

Then, there exist $L \leq N$ and continuous functions $\rho : \mathbb{R}^{L+1} \to \mathbb{R}$ and $\phi : \mathbb{R} \to \mathbb{R}^L$ such that:

$$f(x, X) = \rho \left( x, \frac{1}{N} \sum_{i=1}^{N} \phi(X_i) \right).$$

Proof. The proof can be found in Wagstaff et al. (2019). \qed

This result is powerful: if we can find functions $\rho$ and $\phi$ with a small $L$, we can represent highly-dimensional functions, such as the policy and value functions of models with high $N$ in a much more efficient way and, therefore, exploit the symmetric structure of the dynamic programming problem to solve it quickly and accurately.

### 2.3 Concentration of measure

We complete this section by introducing the idea of concentration of measure. First, we need to have an appropriate notion of boundedness and how it applies to gradients of functions of Gaussian random variables.

**Definition 3 (Bounded functions in $N$).** Let:

$$\mathcal{H}(M) \equiv \{ y \in \mathbb{R}^N : |y_i| \leq M \ \forall \ i = 1, \ldots, N \}$$

be an $N$-dimensional hypercube in $\mathbb{R}^N$. A function $f : \mathbb{R}^N \to \mathbb{R}$ is bounded in $N$ if for every $M$ there exists $K_M$ such that

$$\sup_{y \in \mathcal{H}(M)} |f(y)| < K_M$$

where $K_M$ is a constant that does not depend on $N$, but may depend on $M$.

A simple example of a symmetric function fulfilling Definition 3 is the mean, $f(X) = \frac{1}{N} \sum_{i=1}^{N} X_i$ since $\sup_{y \in \mathcal{H}(M)} |f(y)| < M$ for all $N$. The main purpose of this definition is to reject functions that explode in the number of states, such as the $f(X) = \sum_{i=1}^{N} X_i$ since $\sup_{y \in \mathcal{H}(M)} |f(y)| = NM$.

**Definition 4 (Expected gradient bounded in $N$).** Let $f : \mathbb{R}^N \to \mathbb{R}$ be a bounded function in $N$ and $z \sim \mathcal{N}(0_N, I_N)$ be a normalized Gaussian random vector. The function $f$ has its expected gradient bounded in $N$ if there exists a $C$ such that:

$$\mathbb{E} \left[ \| \nabla f(z) \|^2 \right] \leq \frac{C}{N}.$$
where $C$ does not depend on $N$.

Loosely speaking, Definition 4 tells us that a function has an expected gradient bounded in $N$ when its value does not change too fast when its Gaussian random arguments vary by a small amount.

The next proposition delivers the intuitive result that, for a large $N$, a function $f(\cdot)$ with an expected gradient bounded in $N$ is essentially a constant. That is, the measure of its values is “concentrating.”

**Proposition 3** *(Concentration of measure when expected gradients are bounded in $N$)*. Suppose $z \sim \mathcal{N}(0_N, \Sigma)$, where the spectral radius of $\Sigma$, denoted by $\rho(\Sigma)$, is independent of $N$ and $f : \mathbb{R}^N \to \mathbb{R}$ is a function with expected gradient bounded in $N$. Then:

$$
P\left(|f(z) - \mathbb{E}[f(z)]| \geq \epsilon\right) \leq \frac{\rho(\Sigma)C}{\epsilon^2} \frac{1}{N}.
$$

*Proof. Appendix C.2* 

As Ledoux (2001) puts it: “A random variable that depends in a Lipschitz way on many independent variables (but not too much on any of them) is essentially constant.”

### 3 An Application: A Model of Investment

To illustrate how permutation-invariant dynamic programming and concentration of measure operate in a common economic application, we propose an extension of the classic model of investment under uncertainty by Lucas and Prescott (1971). We will consider an industry with a large number of firms and follow the recursive formulation in Prescott and Mehra (1980). In contrast to Lucas and Prescott (1971), we will not require that all firms have symmetric states, just that they have symmetric policy functions.

More concretely, we study an industry consisting of $N \geq 1$ price-taking firms, each producing a single good using capital under constant returns to scale. By picking appropriate units, we can consider that a firm $i$ produces output $x$ with $x$ units of capital. We can stack the production (or capital) of the whole industry in the vector $X \equiv [x_1, \ldots, x_N]^\top$.

The capital of the firm depreciates at a rate $\delta \in [0, 1]$, is increased by investment $u$, and is shifted by an i.i.d. idiosyncratic shock $w \sim \mathcal{N}(0, 1)$ and a single i.i.d. aggregate shock, $\omega \sim \mathcal{N}(0, 1)$, common to all firms (adding persistence for the shocks is trivial but complicates notations). Thus, the law of motion for capital is:

$$x' = (1 - \delta)x + u + \sigma w + \eta \omega.$$

Due to adjustment frictions, investing $u$ has a cost, in valuation terms, $c(u) = \frac{\gamma}{2} u^2$. 

11
We assume that the (inverse) demand function for the industry is, for some $\nu > 0$ and $\zeta > 0$:

$$p(X) = \alpha_0 - \alpha_1 \left( \frac{1}{N} \sum_{i=1}^{N} \max\{0, x_i\}^\nu \right)^\zeta. \quad (9)$$

When $\zeta = 1$, this function—an affine transformation of the power-mean—is differentiable almost everywhere. The max operator ensures the inverse demand function is well defined even for negative outputs.

Since we will be looking at competitive equilibria where a firm is a price taker, the firm does not consider the impact of its individual decisions on $p(X)$. Also, all firms use their cash flow to finance their investment, $u$. Hence, the period profits of firm $x$ are:

$$\text{profits} = p(X)x - \frac{\gamma}{2}u^2.$$  

The dynamic problem of the firm is to choose $u$ to maximize the expected present discounted value of the firm at discount rate $\beta$.

Since the firm is a price taker, its Bellman equation takes the evolution of $X$ as given and determined by the equilibrium policy of all firms, including itself. In the case of a single representative firm, where $N = 1$, this formulation nests the classic ‘big $K$, little $k$’ approach.

First, we write such a Bellman equation considering $X$ as a vector, as it is the most common practice in economics.

**Bellman equation with vector $X$** The firm of interest with capital $x$ takes a symmetric policy $\hat{u}(\cdot, X)$ as given for all other firms in $X$. Without loss of generality, we assume that the firm is the first in the vector, i.e., $x = X_1$. With this assumption, we can write the recursive problem of the firm taking the exogenous policy $\hat{u}(\cdot, X)$ as:

$$v(x, X) = \max_u \left\{ p(X)x - \frac{\gamma}{2}u^2 + \beta \mathbb{E} \left[ v(x', X') \right] \right\} \quad (10)$$

s.t. $x' = (1 - \delta)x + u + \sigma w + \eta \omega$  

$X'_i = (1 - \delta)X_i + \hat{u}(X_i, X) + \sigma W_i + \eta \omega, \quad \text{for } i \in \{2, \ldots, N\} \quad (12)$

$X'_1 = (1 - \delta)X_1 + \hat{u}(X_1, X) + \sigma w + \eta \omega. \quad (13)$

Four points deserve further explanation. First, the expectation in equation (10) is taken over the i.i.d. idiosyncratic shocks $\{w, W_2, \ldots, W_N\}$ and the aggregate shock $\omega$. Second, equation (11) is just the law of motion of capital of the firm given its control $u$. Third, equation (12) is the forecast the firm makes over the evolution of the distribution of capital of all firms given the exogenous policy. Fourth, equation (13) takes care of the contribution of the firm’s own policy to the aggregate state $X$. When $\sigma > 0$, we can let the firm consider that $w = W_1$. When $N$ is
sufficiently large, this last point becomes irrelevant for the optimal $u$ and we could remove the special case of that correlated shock, combining (13) into (12). In the case of $N = 1$ and $\mu = 0$, this formulation exactly nests the textbook ‘big-K, little-k’ example derived in Ljungqvist and Sargent (2018), Section 7.2.

Next, we show that it is easy to rewrite the previous problem considering $X$ as a set. While both formulations look similar cosmetically, the conditions for treating the aggregate distribution as a set rather than a vector are essential to our method.

**Bellman equation with Set $X$**  To use our results, we need to show that the investment model described in (10) to (13) satisfies all the conditions of a permutation-invariant dynamic programming problem in Definition 2.

First, to show that the payoff is permutation invariant according to equation (4), it is sufficient for the $p(X)$ function in equation (9) to be permutation invariant. This is easily shown since the function is an affine transformation of a power mean.

Second, the law of motion must be permutation equivariant according to equation (5). This is shown more formally in Appendix D.1, but the intuition is that, conditional on a permutation-invariant $\hat{u}(\cdot, X)$, we can reorder any of the indices in equations (12) and (13), i.e., $X'_i = (1−\delta)X_i + \hat{u}(X_i, X)$ to $X'_j = (1−\delta)X_j + \hat{u}(X_j, \pi X)$ for the permutation matrix $\pi$ since $\hat{u}(X_j, \pi X) = \hat{u}(X_j, X)$.

Finally, to show that the covariance matrix fulfills condition (6) from equations (12) and (13), notice that the idiosyncratic shocks of other agents are embodied in the identity matrix times $\sigma$.

Therefore, for all permutation $\pi \in S_N$, $\pi \sigma I_N = \sigma I_N$.

Hence, by Proposition 1, the solution to the investment model $(u, v)$ is permutation invariant and can be treated as a function on sets rather than a vector space (i.e., the ordering of the inputs does not matter). If we create a tuple of the states and the corresponding shocks as $(X, W)$, the set equivalent of equations (12) and (13) becomes:

$$X' = \{(1−\delta)\hat{x} + \hat{u}(\hat{x}, X) + \sigma \hat{w} + \eta \omega \text{ for all } (\hat{x}, \hat{w}) \in (X, W) \setminus (x, w)\}$$

$$\cup \{(1−\delta)x + \hat{u}(x, X) + \sigma w + \eta \omega\}. \tag{14}$$

As before, the special case of the $x$ in expression (14) is to ensure the firm does not take its choice into account when forecasting the evolution, but can still allow for the correlation of shocks when calculating expectations. While this is important for correctness with very small $N$ –and in particular nesting the $N = 1$ case– it has almost no quantitative impact as $N$ increases. For that reason, we will drop the special case in further calculations in this section, effectively decoupling $x$ from the set $X$. Since the forecast $X'$ is only used for expectations, this is equivalent to assuming that the firm does not take into account that its contribution to $X$ is correlated with its own shock when calculating expectations of $X'$. 
Using this simplification, we can rewrite equations (10) to (13) as:

\[
v(x, X) = \max_u \left\{ p(X)x - \frac{\gamma}{2}u^2 + \beta \mathbb{E} [v(x', X')] \right\}
\]  \hspace{1cm} (15)

s.t. \[ x' = (1 - \delta)x + u + \sigma w + \eta \omega \] \hspace{1cm} (16)

\[ X' = \{(1 - \delta)\hat{x} + \hat{u}(\hat{x}, X) + \sigma \hat{w} + \eta \omega \text{ for all } (\hat{x}, \hat{w}) \in (X, W)\} \] \hspace{1cm} (17)

The expectation in (15) is taken over \( w \in \mathbb{R}, \omega \in \mathbb{R}, \) and \( W \in \mathbb{R}^N, \) all independent normal shocks. This reformulation allows us to solve for the equilibrium with functions on sets rather than vectors and to use the representation in Proposition 2.

Since the problem fulfills the requirements of Definition 2 for any permutation-invariant \( \hat{u}(. , .) , \) Proposition 1 tells us that we have a permutation-invariant optimal solution. Since in the symmetric equilibrium every agent solves the same policy, the \( \hat{u}(x, X) \) is also permutation invariant, which we needed to ensure for the law of motion, (5), to be equivariant. Thus, we are ready to define a symmetric competitive equilibrium.

**Definition 5.** An equilibrium is a \( v(x, X) \) and \( \hat{u}(x, X) \) such that:

- Given \( \hat{u}(x, X) \), \( v(x, X) \) is the value function solving (15) for each agent and \( u(x, X) \) is the optimal policy function.

- The optimal policy is symmetric, i.e., \( u(x, X) = \hat{u}(x, X) \)

In this paper, we focus on problems that the optimal solution is unique and can be found via a well-defined Euler equation, though our techniques are not specific to that class of models.

**Proposition 4.** For a permutation-invariant \( p(X) \), the Euler equation takes the form:

\[
\gamma u(X) = \beta \mathbb{E} [P(X') + \gamma(1 - \delta)u(X')] \] \hspace{1cm} (18)

\[ X' = \{(1 - \delta)\hat{x} + u(X) + \sigma \hat{w} + \eta \omega, \text{ for } (\hat{x}, \hat{w}) \in (X, W)\} \] \hspace{1cm} (19)

**Proof.** See Appendix C.3.

The economic interpretation of the Euler equation (18) is standard. The firm weighs the marginal cost of an additional unit of investment, \( \gamma u(X) \), against the benefit of additional profits from that marginal increase in output at a price \( p(X') \) plus the value of investment after depreciation. In this application, the policy becomes independent of \( x \). That result is, however, incidental. If we had some curvature on \( x \) in the revenue function (as we will have in an extension in Section 6.1), the policy will not be independent of \( x \).

Later, we will solve our model by minimizing the Euler residuals, using equation (19) for the law of motion of \( X' \):

\[
\varepsilon(x, X) \equiv \gamma u(x, X) - \beta \mathbb{E} [P(X') + \gamma(1 - \delta)u(x', X')] \] \hspace{1cm} (20)
Dimensionality and intuition on the problem structure  While seemingly simple, the dimensionality of the Euler equation (18) is nontrivial. Consider if \( N \) was a thousand, then \( u(x, X) \) is a policy function on a thousand and one dimensional state-space. Furthermore, even given a \( u(x, X) \) function, the expectation is taken over a thousand dimensions of \( \hat{w} \in W \) draws and a single dimension for \( \omega \), correlated in the evolution of each agent state. It is not feasible to solve this problem with standard methods.

But hope is not lost. First, think about the expectation in the simple case of \( \eta = 0 \) but \( \sigma > 0 \): while considering a thousand individual forecasts of \( x' \) from (19) is computationally intractable, since \( N \) is large, a firm may have an accurate forecast of functions of the distribution of \( x' \). In fact, the firm does not care about the individual \( x' \) unless its \( u(\cdot, X) \) depends a great deal on a single \( \hat{x} \) (hence the important of boundedness of the gradient for the concentration of measure).

In the case where firms do not care about the individual \( x' \), a forecast of the distribution is good enough. Furthermore, when \( \eta = 0 \) and \( N \) is large, the distribution evolves almost deterministically. Similarly, even when there are aggregate shocks, an agent may have an accurate forecast of functions of the distribution conditional on an aggregate shock realization.\(^7\)

Next, consider the structure of \( u(\cdot, X) \). Since the price function was invariant to permutations, we know that the policy function will be invariant as well. Hence, even if the firm cannot accurately predict an individual \( \hat{x} \in X \) without large amounts of computations, it only needs to predict the general distribution of \( X' \) rather than each element in it. This is the essence of the permutation invariance, i.e., \( u(\cdot, \pi X) = u(\cdot, X) \) for any permutation \( \pi \) of \( X \).

The interaction of these provides the intuition for how to simplify the expectations. If \( u(\cdot) \) and \( p(\cdot) \) are functions of a large number of random \( \hat{x}' \in X' \), but do not depend too much on any individual one of them (as defined by the notion of bounded gradients, Definition 4), then the expectation conditional on the aggregate shock may be close to a deterministic function. Conditional on any aggregate shocks, the distribution evolves close to a deterministic function, and the \( p(X') \) and \( u(\cdot, X') \) are functions of the distribution, so they are fully predictable. In practice, this means that if we do a Monte Carlo expectation drawing random \( X' \) consistent with the law of motion, then for a large enough \( N \), we only need a single draw of individual shocks according to Proposition 3.

In the case of a linear \( p(\cdot) \), we can set the draw of all \( \hat{w} \in W \) and \( \omega \) to be zero, which relies on certainty equivalence. However, in the more general cases, we will need to draw a random \( W \). The intuition is that, in high dimensions, the typical set of a measure does not include the mode of the distribution (i.e., the \( N \)-dimensional zero). For example, an \( N \)-dimensional Gaussian random variable concentrates on a hypersphere of radius \( \sqrt{N} \), rather than at the origin. Furthermore, the distance between the typical set and the origin increases with the dimensionality of the

\(^7\)The extreme case of this result appears in models à la Aiyagari-Krusell-Smith. With a continuum of agents, we only care about the distribution, not the position of each agent on it.
distribution. See Vershynin (2018) and Fernández-Villaverde and Guerrón-Quintana (2020) for a formal definition of a typical set, examples, and more details.

4 A Symmetric Linear-Quadratic Model of Investment

In this section, we focus on the case where the aggregate price \( p(X) \) has a linear structure and the revenue has linear dependency on the agents’ states, i.e., \( \nu = \zeta = 1 \). This choice of parameters reduces the problem to a linear-quadratic (LQ) dynamic programming problem as described in Ljungqvist and Sargent (2018, Section 7.2)—except with \( N \geq 1 \) firms.\(^8\)

The LQ formulation helps us along two dimensions. First, this simple environment lets us formally demonstrate some of the fundamental symmetry and concentration of measure in Section 2 that we will exploit in solving this model with neural network approximations for the non-LQ version of the model. Second, this formulation will provide us with an accurate solution using classical optimal control techniques against which we can benchmark our solution method.

4.1 The linear-quadratic regulator formulation

We start by working with a vector. While this is unlike Proposition 4, it simplifies our notation. As before, without loss of generality, assume that the \( x \) in (16) is the first element of \( X \). Denote the state of all firms and a constant term as \( \vec{x} \equiv \begin{bmatrix} 1 & x & X \end{bmatrix}^\top \equiv \begin{bmatrix} 1 & x & x & X_2 & \ldots & X_N \end{bmatrix}^\top \in \mathbb{R}^{N+2} \) and the vector of all Gaussian shocks as \( \vec{w} \equiv \begin{bmatrix} \omega & W \end{bmatrix}^\top = \begin{bmatrix} \omega & w & W_2 & \ldots & W_N \end{bmatrix}^\top \sim \mathcal{N}(0, I_{N+1}) \).

Next, define \( \pi \in S \) to be a permutation represented by a \((N + 2) \times (N + 2)\) permutation matrix where the lower-right \( N \times N \) block is in \( S_N \), i.e., holding the first and second entries fixed. That is, we are looking at permutations of the form

\[
\pi = \begin{bmatrix}
1 & 0 & \mathbf{0}_N^\top \\
0 & 1 & \mathbf{0}_N^\top \\
0_N & 0_N & \pi_N
\end{bmatrix},
\] (21)

where \( \pi_N \in S_N \) as defined in Section 2.1.

\(^8\)Anderson et al. (1996) offer a detailed mathematical treatment of LQ dynamic programming, dealing with topics such as existence, uniqueness, and convergence.
If we define the matrices:

\[
A \equiv \begin{bmatrix} 1 & 0 & 0_N^\top \\ 0 & 1 - \delta & 0_N^\top \\ H_01_N & 0_N & (1 - \delta)1_N + \frac{H_1}{N}1_N1_N^\top \end{bmatrix}
\]  
(22)

\[
B \equiv \begin{bmatrix} 0 & 1 \end{bmatrix}_N^\top
\]  
(23)

\[
C \equiv \begin{bmatrix} \eta & \sigma \\ \eta1_N & \sigma1_N \end{bmatrix}
\]  
(24)

\[
R \equiv \begin{bmatrix} 0 & \frac{\alpha}{2} & 0 & 0_N^\top \\ \frac{\alpha}{2} & 0 & -\frac{\alpha}{2N}1_N^\top & 0_N1_N^\top \\ 0_N & \frac{\alpha}{2N}1_N & 0 & 0_N1_N^\top \\ (1 - \delta)1_N + \frac{H_1}{N}1_N1_N^\top & 0_N & 0 & 0\end{bmatrix}
\]  
(25)

\[
Q \equiv \begin{bmatrix} \gamma \end{bmatrix}_N
\]  
(26)

we can write the problem as an LQ optimal regulator as derived in Appendix D.1.9

**Proposition 5 (LQ formulation).** Taking \( H_0 \) and \( H_1 \) as given, each firm solves:

\[
v(\vec{x}) = \max_u \{-\vec{x}^\top R\vec{x} - u^\top Qu + \beta E[v(\vec{x})]\} \\
s.t. \vec{x}' = A\vec{x} + Bu + C\vec{w}
\]  
(27)
(28)

With solutions characterized by a \( P, d, \) and \( F \):

\[
v(\vec{x}) = -\vec{x}^\top P\vec{x} - d
\]  
(29)

\[
u(\vec{x}) = -F\vec{x}.
\]  
(30)

A symmetric recursive competitive equilibrium is defined as \( H_0 \) and \( H_1 \) such that:

\[
F = -\left[H_0 \ 0 \ \frac{H_1}{N} \ \frac{H_1}{N} \ \cdots \ \frac{H_1}{N} \right]^\top = -\left[H_0 \ 0 \ 1_N^\top \frac{H_1}{N} \right]^\top.
\]  
(31)

Furthermore, both the control \( u(\cdot) \) and value function \( v(\cdot) \):

1. are invariant to permutations \( \pi \in S \) as defined by (21);

2. have expected gradients bounded in \( N \), according to Definition 4:

\[
\nabla_Wu(\vec{x}') = \frac{\sigma H_1}{N}1_N;
\]  
(32)

---

9See also Ljungqvist and Sargent (2018, Ch. 5 and 7), in particular, Section 5.3 and exercises 5.11, 5.12, 7.1, and 7.2.
3. have a concentration of measure according to Proposition 3 when calculating with a Monte Carlo draw rather than certainty equivalence, which leads to—for some $C_v$ independent of $N$:

$$
\begin{align*}
\mathbb{P}\left(\left|u(\bar{x}') - \mathbb{E}\left[u(\bar{x}') \mid w, \omega, \bar{x}\right]\right| \geq \epsilon\right) &\leq \frac{\sigma^2 H_1^2}{\epsilon^2} \frac{1}{N} \quad \text{(33)} \\
\mathbb{P}\left(\left|v(\bar{x}') - \mathbb{E}\left[v(\bar{x}') \mid w, \omega, \bar{x}\right]\right| \geq \epsilon\right) &\leq \frac{\sigma^2 C_v^2}{\epsilon^2} \frac{1}{N}; \quad \text{(34)}
\end{align*}
$$

Besides, the Euler residual $\varepsilon(X; u)$ is a Gaussian random variable, when calculating with a Monte Carlo draw rather than certainty equivalence, as follows

$$
\varepsilon(X; u) \sim \mathcal{N}\left(0, \frac{\beta^2 \alpha^2 \left(\alpha_1 - \gamma(1 - \delta)H_1\right)^2}{N}\right). \quad \text{(35)}
$$

**Proof.** See Appendix D.1 for the proof using classic LQ-Gaussian control, Appendix D.2 for permutation invariance, and Appendix D.3 for concentration of measure.

As a demonstration of some of the symmetry properties, we will sketch out the proof for $u(\cdot)$ in Proposition 5, where we take the functional form of $F$ as given.

1. Since $F$ as defined in (31) is identical for all but the first two elements, it aligns with the block structure of the permutations. Hence, for any of the $\pi$ in (21), $\pi F = F$, which ensures that $u(\cdot)$ is symmetric in all changes to the $X$ vector.

2. The gradient of an affine function is constant. Hence, for any $\bar{w}$, the policy next period is $u(A\bar{x} + Bu + C\bar{w})$. Given the block structure of $F$ and $C$, we differentiate with respect to $W$ in the $\bar{w}$ to find:

$$
\nabla_W u(A\bar{x} + Bu + C\bar{w}) = \frac{\sigma H_1}{N} \mathbf{1}_N \quad \text{(36)}
$$

Therefore, the square of the norm of the gradient of the policy can be bounded as:

$$
\mathbb{E}\left[\|\nabla_W u(\bar{x}')\|^2\right] = \left(\sum_{i=1}^N \frac{\sigma H_1}{N}\right)^2 = \frac{\sigma^2 H_1^2}{N}. \quad \text{(37)}
$$

3. Since $W \sim \mathcal{N}(0_N, I_N)$, the spectral radius of $I_N$ is 1 and the concentration of measure follows from (32) and Proposition 3.

Recall that, in classic LQ control, certainty equivalence allows us to calculate the policy $u(\cdot)$ setting $\bar{w} = 0_{N+2}$ in the maximization (27), while the variance of the shock only enters into the $d$
of the solution (29). The $d$ can be decomposed into a component related to the $\omega$ aggregate shock and another for the $W$ associated with the finite number of firms. Consistent with intuition, as $N$ goes to infinity, the component of $d$ associated with the idiosyncratic shocks goes to 0. That is, conditioning on the aggregate shock, the firm can get closer and closer to the deterministic forecast of the distribution of $X'$, at which point certainty equivalence is no longer necessary.

Given that we know the exact solution, certainty equivalence gives us a closed-form expression for the numerical error associated with using a single Monte Carlo draw for the expectation, which can serve as a guide for the quality of the approximation in the many cases of interest where certainty equivalence would not hold.

To illustrate some of these ideas, we fix the model parameters at conventional levels. Unless stated otherwise, we will have $\sigma = 0.005, \eta = 0.001, \alpha_0 = 1, \alpha_1 = 1, \beta = 0.95, \gamma = 90, \zeta = 1, \nu = 1,$ and $\mu = 0$. In terms of solving for an equilibrium in Proposition 5, we guess an $H_0$ and $H_1$, solve the LQ problem as a matrix Ricatti equation, and then find the fixed point of $H_0$ and $H_1$.

![Figure 1](image.png)

**Figure 1:** The concentration of Euler residuals $\varepsilon(X; u)$ and the optimal policy $u(X')$ for $\nu = \zeta = 1$.

The left panel of Figure 1 plots the standard deviation of the Euler residuals $\varepsilon(X; u)$ induced by the concentration of measure approximation as we increase the number of firms in the industry and we solve the model with the algorithm described above. By the time we get to 10,000 firms, the standard deviation of the Euler errors is $2.4 \times 10^{-4}$. In the right panel of Figure 1, we draw the standard deviation of the optimal policy $u(X')$ for the linear aggregate prices given the same Monte Carlo approximation and find the standard deviation of the policy error is $2.5 \times 10^{-6}$ for $N = 10,000$ and $2.2 \times 10^{-5}$ for our baseline of $N = 128$. 
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4.2 Why do we need a functional representation?

While the algorithm outlined in the previous subsection works in delivering accurate solutions, as $N$ becomes large, it is too slow, as it requires computations of order $O(N^3)$. In comparison, the specialized algorithms we will introduce in Section 5 that exploit the symmetry of the dynamic programming problem will only require computations of order $O(1)$ for reasonable $N$.

For instance, if it is known that optimal policy is permutation invariant, linear, and does not depend on $x_0$, Proposition 2 tells us that:

$$u(x, X) = H_0 + \frac{1}{N}H_1\sum_{i=1}^{N}X_i$$

$$= \rho\left(\frac{1}{N}\sum_{i=1}^{N}\phi(X_i)\right).$$

In other words, $\phi : \mathbb{R} \rightarrow \mathbb{R}^1$ (i.e., $L = 1$) is the identity function $\phi(X) = [X]$ and $\rho : \mathbb{R}^1 \rightarrow \mathbb{R}$ such that $\rho(y) = H_0 + H_1y$ for some undetermined $H_0$ and $H_1$. In this case, regardless of the number of firms $N$, the problem is two dimensional in the space of parameters. See Appendix D.4 for the functional representation of $v(x, X)$.

We move now to provide a detailed treatment of the representation of the optimal policy function when the only a priori knowledge available is the permutation invariance of the optimal policy function, but while certainty equivalence is not assumed or does not hold.

5 A Deep Learning Implementation

Our goal is to search for a policy function, $u(X)$, that satisfies Proposition 4 and works much faster than the standard LQ solution. We are interested in a global solution that is not just accurate in a ball around some particular $X^{ss} \in \mathcal{X}$ (usually, but not necessarily, the steady state of the model), but beyond it as well. However, we will not require that the solution needs to be accurate for any $X \in \mathcal{X}$. In particular, we want the $u(\cdot)$ to generalize well on paths $\{X_1^t, X_2^t, \ldots X_J^t\}_{t=0}^{T}$ that are likely were we to start from a particular (or finite number) of distributional initial conditions $\{X_0^1, X_0^2, \ldots X_0^J\}$. An extreme version of this idea would be to focus our effort on getting an accurate solution along the transition path after an unexpected shock. Fortunately, we will see that the solutions will do much better in many cases and will be accurate in a much larger set of points.
5.1 Solution method

Our solution algorithm assumes a function form \( u(X; \theta) \). A common choice might be a polynomial with a set of weights \( \theta \). Then, we pick points in the \( X \) space and minimize a loss function (e.g., mean squared error of the Euler residuals, as in equation (20)) with respect to \( \theta \). The points can be some collocation nodes, simulated points à la Rust, or many others.

Thus, the algorithm starts by following the spirit of the classical collocation-style approaches. We diverge in using relatively few points in \( X \) and in ignoring stationarity in both the simulation and the solution. In particular, we use the concentration of measure described in Appendix B to calculate the integral over the \( W \) shocks in (18). To do so, though, we must condition on the aggregate \( \omega \) shock to ensure that Definition 4 holds.

5.2 Symmetric approximations

We will consider any parametric specification for the \( u(\cdot) \) function that can be implemented in a machine learning framework as a neural network. It can be as simple as a 2-parameter specification to find the \( H_0 \) and \( H_1 \) that implement the affine \( \rho \) and \( \phi \) in equation (38), or it can be flexible representations with many parameters. Symmetry within this model is encoded in the structure of the approximating function. For example, the LQ solution in equation (38) has a built-in symmetry on the \( X \) vector by taking its mean. We will use the representation theorem in Proposition 2 to implement approximations where the functional form is not known and choose \( L \), and neural networks for \( \rho \) and \( \phi \) separately.

Symmetry will allow us to tackle a potential problem of deep learning: its reliance on heavily over-parameterized models, indexed by a number of parameters frequently several orders of magnitude greater than the number of available data points. Recall that deep learning approximates a function \( f(\cdot; \theta) \) by composing a set of activation functions. For example, we can choose the activation functions \( \{f_1(\cdot; \theta_1), f_2(\cdot; \theta_2), f_3(\cdot; \theta_3)\} \) and then approximate \( f(\cdot; \theta) \equiv f_1(f_2(f_3(\cdot; \theta_3); \theta_2); \theta_1) \). Suppose we can impose some structure on the approximation. In that case, we can get a nesting of functions that is considerably more efficient than blind nesting.\(^{10}\)

Symmetry is one clear example of structure we can encode in the approximation by using the representation theorem in Proposition 2 to design our neural network. For instance, we can use rectified linear units (ReLU), a common nonlinear specification in deep learning, to approximate the functions \( \phi \) and \( \rho \). In particular, our (one-layer) approximating function will be \( f(x; \theta_1, \theta_2) = \theta_1 \max(\theta_2 x, 0) \), where the max is the point-wise maximum, \( \theta_2 \in \mathbb{R}^{N \times M} \) and

\(^{10}\)For instance, Krizhevsky et al. (2012) use the fact that images are invariant under translational and reflection transformations to increase the accuracy of image recognition algorithms (e.g., a mirror image of a cat must be a cat). Clark and Storkey (2015) substantially enhance the performance of learning Go by encoding symmetry under rotation in their algorithm since Go is a board game where the board is invariant under rotation. Hartford et al. (2016) use permutation-equivariant symmetry to reduce dimensionality in the approximation of best responses in a normal form game.
\( \theta_1 \in \mathbb{R}^{M \times 1} \) are matrices of unknown coefficients found in the fitting procedure, and \( M \geq N \) is the width of the model. To make the network “deeper,” we could have multiple layers of these, e.g., \( f(x; \theta_1, \theta_2, \theta_3) = \theta_1 \max (\theta_3 \max (\theta_2 x, 0)) \).

A surprising benefit of a high-dimensional approximation is the “double-descent” phenomenon in machine learning (see Belkin et al., 2019, and Advani et al., 2020). In classical statistics, the bias-variance trade-off tells us that the generalization error of a function approximation becomes large when the number of free parameters approaches the number of data points (at the limit, when the number of free parameters is equal to the number of data points, we have a simple interpolation). For that reason, one typically wants to choose a smaller number of free parameters than the number of data points. The double-descent phenomenon, which is shown with many machine learning algorithms, is that if one further increases the number of parameters far above this interpolation threshold, then the generalization error begins to decrease again. That is, often the cure to over-fitting is to add more parameters. We explore this topic in Section 5.5, where we consider the lack of treatment of transversality conditions and stationarity in more detail.

### 5.3 Solving the LQ case with neural networks

Now, we solve our investment model in the LQ case using a neural network that takes advantage of symmetry. Then, we will compare that solution against the closed-form LQ solution solved using classic control in Section 4. Finally, we will use the same neural network for the case that is not LQ.

First, we will consider an approximation with \( \phi \) as a finite set of moments in the same spirit as Krusell and Smith (1998) or the deep-learning model of Fernández-Villaverde et al. (2019). Second, we consider approximating \( \phi \) by a flexible ReLU network. In both cases, \( \rho \) is left as a highly parameterized neural network. This model is fit using simulations from a single initial condition and only 16 trajectories from \( t = 0 \) to 63 (including both aggregate and idiosyncratic shocks). Interestingly, it is not important that the transition is very close to any stationary solution (i.e., this does not require a hidden transversality condition or some form of backward induction from a steady state) or that a small or large number of trajectories are used. In fact, in Section 5.5, we solve a version with only a few of those data points.

**Baseline specifications**  We call the approximation of \( \phi \) using the first moment \( \phi(\text{Identity}) \), using the higher moments (four in our case), \( \phi(\text{Moments}) \), and the more flexible ReLU-based neural networks (with two layers each with 128 nodes) \( \phi(\text{ReLU}) \). Across all of their layers, the baseline \( \phi(\text{Identity}) \), \( \phi(\text{Moments}) \), and \( \phi(\text{ReLU}) \) have 49.4K, 49.8K, and 66.8K parameters respectively. In these three approximations, \( \rho \) is represented by a neural network with four layers,

\[11\text{Experience suggests it is better to be deep than wide for the same number of parameters, though the computer science theory explaining this result is in its infancy.}\]
each with 128 nodes.

Our first check is on the accuracy of the solution. Figure 2 shows the mean squared error of the Euler residuals at each time step on the equilibrium path (averaged over 256 different simulated trajectories) and the corresponding 95th percentile bandwidth of those errors, and linear demand (i.e., $\nu = \zeta = 1$). The left panel shows the results for $\phi$(Identity), the center panel shows the results for $\phi$(Moments), and the right panel shows the result for $\phi$(ReLU). Both models are highly accurate. However, the model with ReLU is especially stable. This result can be interpreted as the function generalizing very consistently because of—rather than in spite of— the extra parameters.

![Graph](image)

Figure 2: The Euler residuals for $\nu = \zeta = 1$ and $N = 128$ for $\phi$(Identity), $\phi$(Moments), and $\phi$(ReLU). The dark blue curve shows the average residuals along equilibrium paths for 256 different trajectories. The shaded areas depict the 2.5th and 97.5th percentiles.

To interpret the scale of this Euler error, Figure 3 compares a simulated economy with aggregate shocks using the same approximations as in Figure 2 and the analytical solution provided by the algorithm described in Section 4.1. The red dashed trajectory provides the analytical solution, the orange trajectory depicts the solution obtained by $\phi$(Moments), the blue trajectory depicts the solution obtained by $\phi$(ReLU), and the green trajectory depicts the solution obtained by $\phi$(Identity). All four policies are almost identical.

While these figures show that the solution is very accurate, we need to gauge whether the performance is practical, and—in particular—whether the “curse of dimensionality” has been sidestepped. Figure 4 shows the performance for $\phi$(ReLU) as a function of $N$. The left panel shows the computation time in seconds. The time is calculated from the beginning of the fitting process until the mean squared Euler error reaches $1 \times 10^{-6}$, which is chosen to be in the same order of magnitude as the error coming from the concentration of measure approximation of the integral in Figure 1 when $N = 128$. 

---

12 The time is calculated from the beginning of the fitting process until the mean squared Euler error reaches $1 \times 10^{-6}$, which is chosen to be in the same order of magnitude as the error coming from the concentration of measure approximation of the integral in Figure 1 when $N = 128$. 
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Figure 3: Comparison between baseline approximate solutions and the LQ-regulator solution (Section 4.1) for the case with \( \nu = \zeta = 1 \) and \( N = 128 \).

(i.e., \( \varepsilon \)) on the test data. The reported numbers are the median values of 21 trials with different seeds. The algorithm is finding the global solution of the model with high accuracy in just around a minute. Furthermore, this computation is not a systematic function of \( N \). The variation in solution time is largely due to the use of random initial conditions in a high dimensional space (the 66.8K parameters), which is—counterintuitively—essential for convergence when fitting deep learning models.

Figure 4: Performance of the \( \phi(\text{ReLU}) \) for different \( N \).

Finally, Table 1 shows the results for different variations in the approximations, \( \phi(\text{Identity}) \), \( \phi(\text{ReLU}) \), and \( \phi(\text{Moments}) \). The columns are as follows: Time is measured in seconds. Params
represents the number of parameters ($\theta$) in functional approximation, in thousands. Train MSE reports the mean squared error of the Euler residuals for the simulated trajectories used for training. Test MSE documents the mean squared error of the Euler residuals on simulated data after the training is complete, and which internally uses the approximation itself during the simulation. Val MSE displays the mean squared error on the validation data, that is, trajectories used to check the quality of the generalization during the training process, but where the data are not used to fit the model directly. Policy error ($|u - u_{ref}|$) is the mean absolute value of the approximate solution and the accurate solution ($u_{ref}$) on the test data. Policy error ($\frac{|u - u_{ref}|}{u_{rel}}$) is the mean absolute value of the relative error of the approximate solution and the accurate solution ($u_{ref}$) on the test data. The results in Table 1 are the median among 21 trials with different seeds. See Table 2 in Appendix E.1 for additional experiments.

Table 1: Performance of Different Networks in Solving the Linear Model

| group    | description            | Time (s) | Params (K) | Train MSE ($\varepsilon$) | Test MSE ($\varepsilon$) | Val MSE ($\varepsilon$) | Policy Error ($|u - u_{ref}|$) | Policy Error ($\frac{|u - u_{ref}|}{u_{ref}}$) |
|----------|------------------------|----------|------------|---------------------------|--------------------------|--------------------------|--------------------------------|----------------------------------|
| $\phi$(Identity) | Baseline               | 42       | 49.4       | 4.1e-06                   | 3.3e-07                  | 3.3e-07                  | 2.9e-05                        | 0.10%                            |
|          | Thin (64 nodes)        | 33       | 12.4       | 3.7e-06                   | 2.7e-07                  | 2.7e-07                  | 3.4e-05                        | 0.10%                            |
| $\phi$(ReLU)         | Baseline               | 107      | 66.8       | 3.7e-06                   | 3.3e-07                  | 3.3e-07                  | 2.7e-05                        | 0.09%                            |
|          | L = 2                  | 86       | 66.3       | 1.3e-05                   | 2.1e-07                  | 2.2e-07                  | 2.6e-05                        | 0.08%                            |
|          | L = 16                 | 91       | 69.9       | 5.5e-06                   | 1.5e-07                  | 1.5e-07                  | 2.1e-05                        | 0.07%                            |
|          | Shallow($\phi : 1$ layer, $\rho : 2$ layers) | 79       | 17.7       | 2.0e-06                   | 5.5e-07                  | 5.5e-07                  | 3.2e-05                        | 0.11%                            |
|          | Deep($\phi : 4$ layers, $\rho : 8$ layers) | 242      | 165.1      | 2.1e-03                   | 2.1e-03                  | 2.1e-03                  | 2.7e-03                        | 8.50%                            |
|          | Thin($\phi, \rho : 64$ nodes) | 87       | 17.0       | 1.1e-05                   | 4.5e-07                  | 4.5e-07                  | 3.0e-05                        | 0.10%                            |
| $\phi$(Moments)      | Baseline               | 55       | 49.8       | 1.4e-06                   | 7.6e-07                  | 7.6e-07                  | 2.8e-05                        | 0.09%                            |
|          | Moments (1,2)          | 211      | 49.5       | 2.4e-06                   | 1.1e-06                  | 2.3e-06                  | 4.4e-05                        | 0.14%                            |
|          | Very Shallow(1 layer)  | 241      | 0.6        | 1.1e-05                   | 8.4e-06                  | 7.9e-06                  | 1.1e-02                        | 34.00%                           |
|          | Thin (64 nodes)        | 82       | 12.6       | 1.6e-06                   | 9.1e-07                  | 9.2e-07                  | 3.8e-05                        | 0.12%                            |

The first lesson from Table 1 is that the results are mainly robust to variations in the networks’ architecture. However, for small networks, as can be seen in the case of the Very Shallow example in $\phi$(Moments), sometimes the optimization procedure finds a local minimum that is not close to the global minimum solution. Not coincidentally, this is the model with the fewest number of parameters—which should give us pause since it is still orders of magnitude above the dimensionality of 2 parameters required for the analytical solution.

The second lesson from Table 1 is that the results are, in general, good when we use a larger number of moments (equivalently, a higher dimension of $L$) than when we use only the first moment ($L = 1$, which we know from the analytical solution is a sufficient statistic for payoff-relevant values). Compare, for example, the $\phi$(Identity) case with $\phi$(ReLU($L = 16$)). The latter solves the model with many more parameters, but the neural network finds the lower-dimensional manifold in about the same amount of time.
5.4 Nonlinear demand function

In this section, we move to the case where $\nu > 1$, i.e., the (inverse) demand function is nonlinear. In this situation, the LQ solution and certainty equivalence no longer hold and we do not have an analytical solution. We find the solution to this nonlinear case using exactly the same algorithm, code, and functional approximations as in Section 5.3. As before, we fit the model and then check its generalization with a set of simulated trajectories.

Figure 5: The Euler residuals for $\nu = 1.5$, $\zeta = 1.0$, and $N = 128$ for $\phi$(Identity), $\phi$(Moments), and $\phi$(ReLU). The dark blue curve shows the average residuals along equilibrium paths for 256 different trajectories. The shaded areas depict the 2.5th and 97.5th percentiles.

Figure 5 shows the average Euler residuals over 256 simulated trajectories, with the corresponding 95th percentile bandwidth. The economy uses $\zeta = 1$, $\nu = 1.5$, and $N = 128$. The left panel shows the results for baseline $\phi$(Moments). The right panel shows the results for baseline $\phi$(ReLU). As in Figure 2, the mean squared error is fairly low and tight. Table 3 in Appendix E.2 provides additional information on this experiment and different variations on it. The main conclusion is that the performance is roughly the same as in the linear case because it is using the same algorithm.

We can also investigate the qualitative behavior of the approximate optimal solution, $u(\cdot)$, along the transition path as $\nu$ approaches one, which coincides with the linear case where an accurate solution exists. Figure 6 depicts the optimal policy along the equilibrium paths for $\nu = [1.0, 1.05, 1.1, 1.5]$ and $\zeta = 1$, for an economy with $N = 128$. In this experiment, the baseline $\phi$(ReLU) is utilized to approximate the optimal policies. Figure 6 shows how the optimal policy for a trajectory smoothly approaches the known analytical solution as $\nu$ approaches one.
**5.5 Generalization: Where is the transversality condition?**

Intriguingly, to get our approximation, we neither applied a transversality condition nor solved a stationary problem. While we fitted the data to a $T$ where the equilibrium was getting close to some ergodic distribution, we did not use that behavior as a special case. However, in general, we can have many candidate solutions that satisfy the first-order conditions of a dynamic model if we do not constrain the long-run behavior of these solutions in one form or another. In fact, that is what we did to get the LQ solution: the classic control solutions implicitly applied a transversality condition.\(^\text{13}\) And, yet, in Section 5.3, we saw that our neural networks achieved the same solution as the LQ one, i.e., they consistently picked the solution that generalizes best.\(^\text{14}\) Why would we so carelessly disregard what has been thought of as an essential boundary condition for solving models?

This question can be recast in terms of generalization and regularization. First: Why would our algorithm choose the “right” solution to the functional equation in the absence of explicit handling of the long-run behavior? Second, if the algorithm chooses a particular solution (rather than a random one), is it the one we want (as measured by its ability to generalize)?

In terms of answering the first question, one might suspect that this is simply because we are simulating with a great deal of data, but this turns out not to be the case. To show this, we can conduct an even more extreme example of over-parameterization by fitting a nonlinear network with a parameter vector in $\mathbb{R}^{17700}$ using only 3 random data points in $\mathbb{R}^{512}$ for the linear

---

\(^\text{13}\)Or, alternatively, we could think of this as being a guess-and-verify approach where we assumed a functional form consistent with a transversality condition.

\(^\text{14}\)Of course, with shorter simulations, the generalization error for very large $t > T$ becomes worse. But that is a consequence of there being insufficient numbers of data points in a domain of interest, not a consequence of whether the system is ergodic or not.

---

Figure 6: The optimal policy $u$ along the equilibrium paths for prices, $\nu = [1.0, 1.05, 1.1, 1.5]$, $\zeta = 1$, and $N = 128$. Each path shows the optimal policy for a single trajectory.
demand function. In this case, the solution consistent with a transversality condition or imposing a stationary solution boundary condition only needs 2 points to interpolate.

Figure 7: Training and validation loss of the Euler residuals $\varepsilon$. The training procedure utilizes 3 data points in the state space for an economy with $\nu = \zeta = 1$ and $N = 512$. The results are shown in Figure 7. In this experiment, we fit a model with both $\rho$ and $\phi$ represented by a neural network with two and one hidden layers, each with 128 nodes and $\nu = \zeta = 1$. The output dimension of $\phi$ is $L = 4$. Each step is one gradient updating in stochastic gradient descent optimization. We draw 3 random data points within $\mathbb{R}^{512}$ from simulated trajectories. The model fits using random “batches” of data of size 2, where the randomization in the optimization algorithm (e.g., stochastic gradient descent) is an essential part of regularizing the solutions. The right panel of Figure 7 shows the convergence of the MSE of the training data, which the optimizer is minimizing. The left panel of Figure 7 shows the MSE of the Euler errors on “validation” data, i.e., random data used to test the generalization error during training, but which does not enter the optimization objective directly. The training error drops to within the numerical tolerance, as expected. But rather than over-fitting, the validation error also drops to less than $5 \times 10^{-5}$, which corresponds to a relative policy error of 0.06%, despite a large number of parameters and the minimal data.

While the theoretical understanding of this over-fitting phenomenon is still an active area of research within computer science, it is robustly found in many functional approximation problems. In application after application, using stochastic optimization methods with highly over-parameterized models tends to robustly find solutions that fulfill a minimum norm solution in the space of approximating functions. Recent work in understanding convergence and generalization
of over-parameterized models includes Arora et al. (2018), Allen-Zhu et al. (2019), and Nakkiran et al. (2019).

For our specific problem, the minimum norm solution seems to coincide with the most generalizable solution—and in particular, it seems to automatically fulfill the boundary-value conditions (e.g., transversality or imposing a boundary at a terminal period) we often need to apply directly when approximating with lower-dimensional models.

6 Extensions and Generalizations

Did we choose a setup that was particularly amenable to our methods? In this section, we consider how these general techniques can be used for a much larger class of models. Most broadly, our tools are useful for solving any high-dimensional functional equations with some degree of symmetry—and are especially useful when they contain high-dimensional expectations. The functional equation could come from static problems, Bellman equations, or Euler equations, and can be solved by various approximation techniques.\(^\text{15}\)

6.1 Decreasing returns to scale

The constant returns to scale in production and the linear marginal cost of investment in equation (15) led to the value function in Proposition 4 being independent from \(x\). As the primary interest was in analyzing the high-dimensional state, this was a convenient result.

But what if the value function (10) has decreasing returns to scale and, thus, the policy becomes a function of \(x\)? Imagine, for example:

\[
\text{profits} = p(X) \frac{x^{1-\mu}}{1-\mu} - \frac{\gamma}{2} u^2.
\]

This formulation leads to an Euler equation:

\[
\gamma u(x, X) = \beta E \left[ P(X') x^{-\mu} + \gamma (1 - \delta) u(x', X') \right].
\]

Given this equation, the solution techniques are identical except that \(E[\cdot]\) now depends strongly on the idiosyncratic shock associated with state \(x\). Extending the previous approach where we condition on random variables that strongly influence the gradient, as defined by Definition 4, the expectation can be approximated by a two-dimensional Gaussian quadrature in \(w\) and \(\Omega\), where the \(W\) for the aggregate evolution is still performed with a Monte Carlo draw.

\(^{15}\)For example, we could also use reinforcement learning (also known as approximate dynamic programming or neuro-dynamic programming). See Sutton and Barto (2018) and Bertsekas (2019) for a survey of methods, and van der Pol et al. (2020) for an example applying symmetry to reinforcement learning.
The only other modification required is to ensure we are using a representation in Proposition 2 where \( \rho(x, y) \) and \( \phi(x) \) where \( y \in \mathbb{R}^L \).

Figure 8: The Euler residuals for \( \nu = \zeta = 1, \mu = 0.05, \) and \( N = 128, \) over 256 different trajectories. The shaded areas depict the 2.5th and 97.5th percentiles. In this case, the baseline \( \phi(\text{Moments}) \) is used to approximate the optimal policy.

Figure 8 depicts the average Euler residuals along the equilibrium path (averaged over 256 trajectories) and the corresponding 95th percentile bandwidth for an economy with \( \nu = \zeta = 1, \mu = 0.05, \) and \( N = 128. \) In this experiment baseline \( \phi(\text{Moments}) \) is used to approximate the optimal policy. The generalization properties are excellent, and the mean squared Euler error is on the order of \( 1 \times 10^{-6} \) for most of the trajectories and periods.

### 6.2 Multiple productivity types

We consider now the case when firms have profits \( j = \zeta_j p(X) \frac{x^{1-\mu}}{1-\mu} - \frac{x}{2} u^2 \) for some finite set of productivities, e.g., \( \zeta_1, \zeta_2. \) Then, rather than having permutation invariance based on the entire \( X, \) we could group them such that the policy becomes \( u(x, X^1, X^2), \) where \( X_1 \) contains all firms with \( \zeta_1, \) etc. That is, the elements of \( X \) could be symmetric in blocks, and this could be implemented in the network with a representation such as

\[
u(x, X^1, X^2) \approx \rho \left( x, \frac{1}{N_1} \sum_{i=1}^{N_1} \phi_1(X^1_i), \frac{1}{N_2} \sum_{i=1}^{N_2} \phi_2(X^2_i) \right).
\]
If there were reasons in the problem structure to think that the $\phi_1$ and $\phi_2$ could be proportional to each other, then the representation might even be

$$u(x, X^1, X^2) \approx \rho \left( x, \frac{1}{N_1} \sum_{i=1}^{N_1} \phi(X^1_i), \frac{1}{N_2} \sum_{i=1}^{N_2} \phi(X^2_i) \right).$$

### 6.3 Complex idiosyncratic states

Next, we study the case where firms also have a stochastic productivity $y$, such that the firm is identified by the tuple $z \equiv (x, y)$ and the aggregate state is a collection of tuples $Z \equiv \{(X_i, Y_i)\}_{i=1}^N$. We can apply our techniques by considering that it is the symmetry with respect to the $z$ tuple of states, rather than permutation within that tuple, that is required. We can then implement this symmetry in an approximation along the lines of

$$u(x, y, Z) \approx \rho \left( x, y, \frac{1}{N} \sum_{i=1}^{N} \phi(X_i, Y_i) \right),$$

for some $\phi : \mathbb{R}^2 \to \mathbb{R}^L$ and $(x, y)$ the idiosyncratic state of interest.\(^{16}\) Hence our techniques are easily applied to models with exchangeable “agents” containing a finite number of states.

Our approach can even be extended to cases where the collection of underlying states is itself exchangeable. For example, consider if, in addition to its $x$, each firm has up to $M$ customers of varying sizes, $y^j$, where those customers are otherwise exchangeable in the firm’s payoffs.\(^{17}\) Then we can denote the customers themselves as a set, and use $z \equiv (x, \{y^j\}_{j=1}^M)$ as an individual firm’s state. If we let $Y_i \equiv \{y^j_i\}_{j=1}^M$, the aggregate distribution is $Z \equiv \{X_i, Y_i\}$.

A neural network imposing this symmetry might be

$$u(x, Y, Z) \approx \rho_1 \left( x, \frac{1}{M} \sum_{j=1}^{M} \phi_1(y^j), \frac{1}{N} \sum_{i=1}^{N} \rho_2 \left( X_i, \frac{1}{M} \sum_{j=1}^{M} \phi_2(Y^j_i) \right) \right),$$

where the training process would fit parameters for $\rho_1, \phi_1, \rho_2$, and $\phi_2$, and the $\rho_2$ function itself could have a latent dimension greater than one. This last example demonstrates why deep learning, in the sense of many layers of highly-parameterized functions, is so important for dealing with symmetry. Without modern (and easily available) machine learning software, it would be impractical to fit this nested approximation.

Given the flexibility of working with states that are themselves complicated structures, a natural application of these methods is to solve dynamic models with networks—expanding the computational feasibility of solving extensions of models surveyed in Carvalho and Tahbaz-Salehi\(^{16}\)
In particular, it holds the promise of making multi-period dynamic programming in models such as Oberfield (2018) possible by enabling network connections as a persistent state variable and enabling firms to form expectations of the network’s evolution.

6.4 Global solutions with transitions and aggregate shocks

In many applications, researchers use a continuum of agents. Unfortunately, as soon as we add several aggregate shocks to them, these models are difficult to tackle. Since the distributional state becomes a stochastic partial differential equation (or its discrete-time equivalent), agents need to solve optimal control problems with an infinite-dimensional state, which in turn depends on their decisions. The forward equation for the evolution is difficult enough to simulate, even as an initial value problem, but becomes intractable when it is part of an infinite-dimensional optimal control problem. The continuum approximation is then the source of the numerical intractability rather than the solution to it, hinting that leaving things discrete might help.

In that sense, our methods offer a path forward by offering the possibility of simulating economies with a large number of finite agents (on the order of thousands or tens of thousands), without even having to worry about stationarity properties. In comparison, in perturbation solutions such as Kaplan et al. (2018) in continuous time and Den Haan (2010) in discrete time one would require appropriate stationarity properties.

This insight might be particularly fruitful when solving growth models with heterogeneous agents, which often have steady states and balanced growth paths that are notoriously sensitive to parameters, multiplicity of equilibria, and hysteresis (i.e., they may not even be ergodic). By using a finite number of agents—along the models discussed in Buera and Lucas (2018)—models with endogeneity of both innovation and diffusion as in Benhabib et al. (2021) without ergodicity could be solved from arbitrary initial conditions.

7 Conclusion

In this paper, we have shown how to exploit symmetry in dynamic programming problems and the solution of recursive competitive equilibria with a large (but finite) number of heterogeneous agents using deep learning. Symmetry, together with concentration of measure, allowed us to break the “curse of dimensionality.” The method is easy to implement using standard, open-source software libraries and fast to run on a standard laptop. Our results open the door to many applications of interest, including macro, finance, international finance, industrial organization, and other fields.
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Appendix A  Mathematics Definitions and Background

Definition 6 (The permutation group and the permutation operator). Define:

• A permutation group is a group $G$ whose elements are permutations of a given set $\mathcal{I}$ and whose group operation is the composition of permutations in $G$.

• A symmetric group of a set $\mathcal{I}$ is the group of all permutations of set $\mathcal{I}$, denoted by $S^\mathcal{I}$.

Definition 7 (Permutation invariance). A function $f : \mathbb{R}^N \to \mathbb{R}$ is permutation invariant if, for all permutations $\pi \in S_N$:

$$f(\pi X) = f(X).$$

Definition 8 (Permutation equivariance). A function $f : \mathbb{R}^N \to \mathbb{R}^N$ is permutation equivariant if, for all permutations $\pi \in S_N$:

$$f(\pi X) = \pi f(X).$$

Proposition 6. Let $\mathcal{X}$ be a compact subset of $\mathbb{R}^N$ and $f : \mathcal{X} \subseteq \mathbb{R}^N \to \mathbb{R}$ be a continuous permutation invariant function under $S^\mathcal{N}$, i.e., for all $\vec{Y} \in \mathbb{R}^N$ and all $\pi \in S^\mathcal{N}$:

$$f(\pi \vec{Y}) = f(\vec{Y}).$$

Then, there exist $L \leq N$, and continuous functions $\varrho : \mathbb{R}^L \to \mathbb{R}$ and $\varphi : \mathbb{R} \to \mathbb{R}^L$, such that

$$f \left( \vec{Y} \right) = \varrho \left( \frac{1}{N} \sum_{i=1}^{N} \varphi(y_i) \right).$$

Proof. See Wagstaff et al. (2019) and Zaheer et al. (2017).

Appendix B  Concentration of Measure

Proposition 7 (Gaussian Poincaré inequality). Suppose $f : \mathbb{R}^N \to \mathbb{R}$ is a continuously differentiable function and $z \sim \mathcal{N}(0_N, I_N)$ is a standard Gaussian random vector. Then:

$$\text{Var}[f(z)] \leq \mathbb{E} \left[ \|\nabla f(z)\|^2 \right],$$

Moreover, if $z \sim \mathcal{N}(0_N, \Sigma)$ is a Gaussian random vector with mean zero and covariance matrix $\Sigma$, then:

$$\text{Var}[f(z)] \leq \mathbb{E} \left[ \nabla f^\top(z) \Sigma \nabla f(z) \right].$$

Proof. See Boucheron et al. (2013), Theorem 3.20.
Appendix C  Proofs

C.1 Proof of Proposition 1

Proof. Let $\pi \in S_N$ be a permutation and $\bar{Y} \equiv \pi X$. The Bellman equation can be written as:

$$v(x, \bar{Y}) = \max_u \left\{ r(x, u, \bar{Y}) + \beta \mathbb{E} \left[ v(x', \bar{Y}') \right] \right\}$$  \hfill (C.1)

s.t.  $x' = g(x, u) + \sigma w + \eta \omega$

$$\bar{Y}' = G(\bar{Y}) + \Omega \pi W + \eta \omega \pi 1_N.$$  \hfill (C.3)

Assuming $\frac{\partial g(x, u)}{\partial u} \neq 0$, the Euler equation can be written as

$$\frac{r_u(x, u(x, \bar{Y}), \bar{Y})}{g_u(x, u(x, \bar{Y}))} + \beta \mathbb{E} \left[ r_x(x', u(x', \bar{Y}'), \bar{Y}') - r_u(x', u(x', \bar{Y}'), \bar{Y}') \frac{g_x(x', u(x', \bar{Y}'))}{g_u(x', u(x', \bar{Y}'))} \right] = 0,$$

where $r_u \equiv \frac{\partial r}{\partial u}$, $r_x \equiv \frac{\partial r}{\partial x}$, $g_x \equiv \frac{\partial g}{\partial x}$, and $g_u \equiv \frac{\partial g}{\partial u}$. Since $r$ is permutation invariant with respect to $X$, we have

$$r_u(x, u(x, \bar{Y}), \bar{Y}) = r_u(x, u(x, \bar{Y}), X)$$

$$r_x(x, u(x, \bar{Y}), \bar{Y}) = r_x(x, u(x, \bar{Y}), X).$$

Using the fact that $G(\bar{Y}) = \pi G(X)$ and $\Omega \pi = \pi \Omega$

$$\bar{Y}' = \pi \left( G(X) + \Omega W + \eta \omega 1_N \right) = \pi X'.$$  \hfill (C.4)

Defining $u(x, \pi X) = u \circ \pi(x, X) \equiv u_\pi(x, X)$, the Euler equation becomes:

$$\frac{r_u(x, u_\pi(x, X), X)}{g_u(x, u_\pi(x, X))} + \beta \mathbb{E} \left[ r_x(x', u_\pi(x', X'), X') - r_u(x', u_\pi(x', X'), X') \frac{g_x(x', u_\pi(x', X'))}{g_u(x', u_\pi(x', X'))} \right] = 0,$$

where:

$$x' = g(x, u) + \sigma w + \eta \omega$$  \hfill (C.5)

$$X' = G(X) + \Omega W + \eta \omega 1_N.$$  \hfill (C.6)

Since the solution of the Euler equation is unique, then:

$$u_\pi(x, X) = u(x, \pi X) = u(x, X).$$
Given the permutation invariant optimal policy, \( u \), and reward function, \( r \), the Bellman equation can be written as:

\[
v(x, \mathbf{Y}) = r(x, u(x, X), X) + \beta \mathbb{E} \left[ v(x', \mathbf{Y'}) \right],
\]

where \( x' \) and \( \mathbf{Y}' \) are described by equations (C.2) and (C.3). Using equation (C.4) and defining \( v(x, \pi X) = v \circ \pi(x, X) \equiv v_{\pi}(x, X) \), the Bellman equation can be written as:

\[
v_{\pi}(x, X) = r(x, u(x, X), X) + \beta \mathbb{E} \left[ v_{\pi}(x', X') \right],
\]

where \( x' \) and \( X' \) are described by equations (C.5) and (C.6). By the contraction mapping theorem, the solution of the Bellman equation is unique. Therefore:

\[
v_{\pi}(x, X) = v(x, \pi X) = v(x, X).
\]

\[\text{C.2 Proof of Proposition 3}\]

\[\text{Proof.}\] By the Chebyshev’s inequality:

\[
\mathbb{P} \left( \left| f(z) - \mathbb{E}[f(z)] \right| \geq \epsilon \right) \leq \frac{\text{Var}[f(z)]}{\epsilon^2}.
\]

By the Gaussian Poincaré inequality (Proposition 7):

\[
\text{Var}[f(z)] \leq \mathbb{E} \left[ \nabla f(z) \Sigma \nabla f(z) \right].
\]

Therefore:

\[
\mathbb{P} \left( \left| f(z) - \mathbb{E}[f(z)] \right| \geq \epsilon \right) \leq \frac{1}{\epsilon^2} \mathbb{E} \left[ \nabla f(z) \Sigma \nabla f(z) \right].
\]

Since a covariance matrix is symmetric and positive semi-definite, there exists an orthogonal matrix \( U \) (i.e. \( U^T = U^{-1} \)) and a diagonal matrix \( \Lambda \) such that:

\[
\Sigma = U \Lambda U^T,
\]

where \( \Lambda \) is the diagonal matrix of the eigenvalues of \( \Sigma \). Hence:

\[
\nabla f(z) ^T \Sigma \nabla f(z) = \sum_{i=1}^{N} \lambda_i [U^T \nabla f(z)]_i^2 \leq \max_{i=1,\ldots,N} \{ \lambda_i \} \| \nabla f(z) \|^2 = \rho(\Sigma) \| \nabla f(z) \|^2,
\]
where $\rho(\Sigma) \equiv \max_{i=1,\ldots,N} \{\lambda_i\}$ is the spectral radius of $\Sigma$. Therefore,

$$\mathbb{P}\left( |f(z) - \mathbb{E}[f(z)] | \geq \epsilon \right) \leq \frac{\rho(\Sigma)C}{\epsilon^2 \frac{1}{N}}.$$ 

\[\square\]

### C.3 Proof of Proposition 4

**Proof.** Since the price function $p(X)$ is permutation invariant and $\hat{u}$ is differentiable, the agent problem can be written as:

$$v(x, X) = \max_u \left\{ p(X) \frac{x^{1-\mu}}{1-\mu} - \frac{\gamma}{2} u^2 + \beta \mathbb{E}\left[v(x', X')\right] \right\} \quad \text{(C.7)}$$

s.t. $x' = (1-\delta)x + u + \sigma w + \eta \omega^*$ \quad \text{(C.8)}

$X' = \{(1-\delta)x + \hat{u}(\hat{x}, X) + \sigma \hat{w} + \eta \omega^* \text{ for all } (\hat{x}, \hat{w}) \in (X, W)\}.$ \quad \text{(C.9)}

The first-order condition is:

$$-\gamma u + \beta \mathbb{E}\left[ \frac{\partial v(x', X')}{\partial x'} \right] = 0. \quad \text{(C.10)}$$

Given that the other agents’ law of motion is independent of the agent of interest’s choice, the envelope condition is:

$$\frac{\partial v(x', X')}{\partial x'} = P(X')(x')^{-\mu} + \gamma(1-\delta)u', \quad \text{(C.11)}$$

where $u'$ is the optimal policy in the next period. Combining the first-order condition (C.10) and the envelope condition (C.11) yields:

$$-\gamma u(x, X) + \beta \mathbb{E}\left[ P(X')(x')^{-\mu} + \gamma(1-\delta)u(x', X') \right] = 0. \quad \text{(C.12)}$$

In a symmetric equilibrium, all the agents use the same policy function, i.e., $\hat{u}(\cdot, \cdot) = u(\cdot, \cdot)$, and the laws of motion can be rewritten as:

$$x' = (1-\delta)x + u + \sigma w + \eta \omega^* \quad \text{(C.13)}$$

$$X' = \{(1-\delta)x + \hat{u}(\hat{x}, X) + \sigma \hat{w} + \eta \omega^* \text{ for all } (\hat{x}, \hat{w}) \in (X, W)\}. \quad \text{(C.14)}$$
For the case of $\mu = 0$, the Euler equation becomes:

$$-\gamma u(x, X) + \beta \mathbb{E} [P(X') + \gamma (1 - \delta)u(x', X')] = 0. \quad (C.15)$$

In this case, the $x$ drops out of the Euler equation. Hence, $u$ does not depend on $x$, and the Euler equation can be rewritten as:

$$-\gamma u(X) + \beta \mathbb{E} [P(X') + \gamma (1 - \delta)u(X')] = 0, \quad (C.16)$$

and the law of motion for $X$ is described by equation $(C.9)$.\[\text{Appendix D LQ Formulations}\]

This section solves the special case of the LQ model. The purpose is to demonstrate the symmetry and concentration of measure when we know the closed-form solution of the problem.

D.1 Proof of Proposition 5: Linear-quadratic Gaussian control

With an LQ Gaussian model, we know that the policy will be affine. Therefore, $\hat{u}$ for other firms can be written as

$$\hat{u}(X_i, X) = H_0 + H_2 X_i + \frac{H_1}{N} \sum_{i=1}^{N} X_i \quad i = 1, ..., N, \quad (D.1)$$

for some undetermined $H_0$, $H_1$, and $H_2$. As shown in Proposition 4, in a permutation invariant symmetric equilibrium, $u(\hat{x}, X)$ does not depend on $\hat{x}$ and, hence, $H_2 = 0$. The symmetric constants, which we arbitrarily define as $\frac{H_1}{N}$ for all of the $X$ vector, are the only ones that can fulfill permutation invariance with respect to the $\pi$ permutations defined in equation $(21)$. The law of motion for $\vec{x}$ is then:

$$\vec{x}' = A\vec{x} + Bu + C\vec{w} \quad (D.2)$$

where $A$, $B$, and $C$ are defined in equations $(22)$, $(23)$, and $(24)$. The reward and policy $u$ of the firm of interest at state $\vec{x}$ take the form:

$$-\vec{x}^\top R\vec{x} - u^\top Qu, \quad (D.3)$$

where $R$ and $Q$ are defined in equations $(25)$ and $(26)$.
For a given pair of \((H_0, H_1)\), the solution of this LQ problem has the form:

\[
\begin{align*}
\vec{v}(\vec{x}) &= -\vec{x}^T P \vec{x} - d \\
\vec{u}(\vec{x}) &= -F \vec{x},
\end{align*}
\]

where \(P\) solves the following discounted algebraic matrix Riccati equation:

\[
P = R + \beta A^T P A - \beta^2 A^T P B (Q + \beta B^T P B)^{-1} B^T P A,
\]

\(d\) can be found via:

\[
d = \frac{\beta}{1 - \beta} \text{trace}(P C C^T),
\]

and \(F\) satisfies:

\[
F = \beta (Q + \beta B^T P B)^{-1} B^T P A.
\]

Ljungqvist and Sargent (2018, ch. 5) derive equations (D.6), (D.7), and (D.8).

### D.2 Proof of Proposition 5: Permutation invariance

Now, we illustrate the permutation invariance of the optimal policy and value function of the linear quadratic model described in Proposition 5. Define \(\vec{y} \equiv \pi \vec{x}\). The value function associated with \(\vec{y}\) in (29) can be written as:

\[
v(\vec{y}) = -\vec{y}^T P \vec{y} - d = -\vec{x}^T (\pi^T P \pi) \vec{x} - d,
\]

where \(P\) solves the discounted algebraic Riccati equation:

\[
P = R + \beta A^T P A - \beta^2 A^T P B (Q + \beta B^T P B)^{-1} B^T P A.
\]  

Sandwiching both sides of Equation (D.9) by \(\pi^T\) and \(\pi\) and using the fact that \(R\) is permutation invariant (i.e., \(\pi^T R \pi = R\)) yields:

\[
\pi^T P \pi = R + \beta \pi^T A^T P A \pi - \beta^2 \pi^T A^T P B (Q + \beta B^T P B)^{-1} B^T P \pi
\]

Since the deterministic part of the laws of motion \(A\) is permutation equivariant (i.e., \(A \pi = \pi A\)) and the vector \(B\) remains unchanged under a permutation (i.e., \(\pi B = B\)), the above equation
can be rewritten as:

\[ \pi^\top P\pi = R + \beta A^\top (\pi^\top P\pi) A - \beta^2 A^\top (\pi^\top P\pi) B [Q + \beta B^\top (\pi^\top P\pi) B]^{-1} B^\top (\pi^\top P\pi) A. \]  

(D.10)

Notice that \( \pi^\top P\pi \) solves the same discounted algebraic Riccati equation (D.9) as \( P \). Since the solution of equation (D.9) is unique:

\[ \pi^\top P\pi = P. \]

The constant term \( d \) can be written as

\[
\begin{align*}
d & = \beta (1 - \beta)^{-1} \text{trace}(P\pi C C^\top \pi^\top) \\
& = \beta (1 - \beta)^{-1} \text{trace}(\pi^\top P\pi C C^\top) \\
& = \beta (1 - \beta)^{-1} \text{trace}(P C C^\top). \quad \text{(D.11)}
\end{align*}
\]

As shown above, \( d \) remains unchanged under permutation and, therefore:

\[ v(\vec{y}) = v(\pi\vec{x}) = v(\vec{x}). \]

The optimal policy \( \bar{u}(\vec{y}) \) can be written as

\[ u(\vec{y}) = -\beta (Q + \beta B^\top P B)^{-1} B^\top P A\vec{y} = -\beta (Q + \beta B^\top P B)^{-1} B^\top (\pi^\top P\pi) A\vec{x}. \]

Since \( (\pi^\top P\pi) = P \), then:

\[ u(\vec{y}) = u(\pi\vec{x}) = u(\vec{x}). \]

**Structure of the \( P \) Quadratic Form.** When solving for Proposition 5, you can further find that the permutation invariant matrix \( P \) is of the form

\[
P \equiv \begin{bmatrix}
p_1 & p_2 & \frac{p_5}{N} \mathbf{1}_N^\top \\
p_2 & 0 & \frac{p_4}{N} \mathbf{1}_N^\top \\
\frac{p_5}{N} \mathbf{1}_N & \frac{p_4}{N} \mathbf{1}_N & \frac{p_3}{N^2} \mathbf{1}_N \mathbf{1}_N^\top
\end{bmatrix} \quad \text{(D.12)}
\]

for some \( p_1, \ldots, p_5 \). The lower block of this matrix is \( \frac{p_5}{N^2} \mathbf{1}_N \mathbf{1}_N^\top \) (the \( N \times N \) matrix of 1s is then the outer-product \( \mathbf{1}_N \mathbf{1}_N^\top \)). This shows the symmetry with respect to the \( i = 2, \ldots, N \) states in \( \vec{x} \) due to the block structure similar to that in equation (21), and the magnitude of their interaction (i.e., the lower block decreases at rate \( N^2 \) rather than \( N \)).
D.3 Proof of Proposition 5: Concentration of measure

The optimal policy for $\bar{x}'$ can be written as:

$$u(\bar{x}') = -F\bar{x}' = -F(A\bar{x}' + Bu + C\bar{w}).$$

The optimal policy defined in Proposition 5 for a given $H_0$ and $H_1$ is $u(\bar{x}) = H_0 + \frac{H_1}{N} \sum_{i=1}^{N} X_i = H_0 + H_1 \mathbb{E}[x]$, and, hence, a bounded function in $N$ according to Definition 3. For any finite $H_1$ (including the equilibrium value), the gradient of $u(\bar{x}')$ with respect to the idiosyncratic shocks $W \equiv \{W_1, \ldots W_N\}$ becomes:

$$\nabla_W u(\bar{x}') = \frac{\sigma H_1}{N} 1_N.$$

Therefore, the square of the norm of the gradient of the policy can be bounded by:

$$\mathbb{E} \left[ \|\nabla_W u(\bar{x}')\|^2 \right] = \frac{\sigma^2 H_1^2}{N}.$$

Using Proposition 3 and conditioning on the aggregate shock $\omega$:

$$\mathbb{P} \left( \left| u(\bar{x}') - \mathbb{E}[u(\bar{x}') | w, \omega, \bar{x}] \right| \geq \epsilon \right) \leq \frac{\sigma^2 H_1^2}{\epsilon^2 N}. \quad (D.13)$$

For the $\mu = 0$ case, the optimal policy $u(\cdot)$ does not depend on $x$ and, thus, conditioning on the idiosyncratic shock of the firm of interest is not required.

The value function can be written as:

$$v(\bar{x}') = -\bar{x}'^T P\bar{x}' - d. \quad (D.14)$$

Recall that the vector of all states next period within the $\bar{x}'$ is $X' \equiv \begin{bmatrix} x'_1 & \ldots & x'_N \end{bmatrix}^\top$. Given the symmetry in equations (31) and (D.12), we will drop the vector notation and instead use the $\bar{x}' \equiv \begin{bmatrix} 1 & x' & X' \end{bmatrix}$ notation where possible (i.e., let $x'_0 = x'$ for the firm of interest).

Using the chain rule and additive structure of the idiosyncratic shocks, the gradient of the value function is:

$$\nabla_W v(\bar{x}') = -2\frac{\sigma(p_3 + p_4 x')}{N} 1_N - \frac{2p_5 \sigma}{N^2} 1_N 1_N^\top X',$$

and then:

$$\|\nabla_W v(\bar{x}')\|^2 = \frac{\left[2\sigma(p_3 + p_4 x')\right]^2}{N} + \frac{8\sigma^2 p_5 (p_3 + p_4 x')}{N^2} 1_N^\top X' 1_N + \frac{(2p_5 \sigma)^2}{N^3} X'^\top 1_N 1_N^\top X'.$$
Since conditional on \((w, \omega, \vec{x})\), \(x'\) it is not a stochastic variable, we have:

\[
\mathbb{E} \left[ \| \nabla_W v(\vec{x}') \|^2 \mid w, \omega, \vec{x} \right] = \frac{[2\sigma(p_3 + p_4 x')]^2}{N} + \frac{8\sigma^2 p_5 (p_3 + p_4 x')}{N^2} \mathbf{1}_N^\top \mathbb{E} \left[ X' \mid w, \omega, \vec{x} \right] + \frac{(2\sigma p_5)^2}{N^3} \mathbb{E} \left[ X' \mathbf{1}_N \mathbf{1}_N^\top X' \mid w, \omega, \vec{x} \right].
\]

Since \(X'\) is a normal random vector with conditional mean \(\mathbb{E} \left[ X' \mid w, \omega, \vec{x} \right] = X + (u(X) + \eta \omega) \mathbf{1}_N\) and conditional covariance \(\text{cov} \left( X' \mid w, \omega, \vec{x} \right) = \sigma^2 \mathbf{1}_N\), we have:¹⁸

\[
\mathbb{E} \left[ \| \nabla_W v(\vec{x}') \|^2 \mid w, \omega, \vec{x} \right] = \frac{[2\sigma(p_3 + p_4 x')]^2}{N} + \frac{8\sigma^2 p_5 (p_3 + p_4 x')}{N^2} \left[ \frac{\mathbf{1}_N^\top X}{N} + u(X) + \eta \omega \right] + \frac{(2\sigma p_5)^2}{N} \left[ \text{trace} \left( \sigma^2 \mathbf{1}_N \mathbf{1}_N^\top \right) \right] + \left( \frac{\mathbf{1}_N^\top X}{N} + u(X) + \eta \omega \right)^2.
\]

Since \(\frac{\mathbf{1}_N^\top X}{N}\) and \(u(X)\) are bounded functions in \(N\) (Definition 3), there exists \(K_1\) such that:

\[
\left| \frac{\mathbf{1}_N^\top X}{N} + u(X) + \eta \omega \right| \leq K_1.
\]

Also note that:

\[
\frac{\text{trace} \left( \sigma^2 \mathbf{1}_N \mathbf{1}_N^\top \right)}{N^2} = \frac{\sigma^2}{N} \leq \sigma^2.
\]

Therefore, by the Cauchy-Schwarz inequality, there exists a positive \(C_v\) such that

\[
\mathbb{E} \left[ \| \nabla_W v(\vec{x}') \|^2 \mid w, \omega, \vec{x} \right] \leq \frac{\sigma^2 C_v^2}{N}.
\]

Hence, by Proposition 3:

\[
\mathbb{P} \left( \left| v(\vec{x}') - \mathbb{E} \left[ v(\vec{x}') \mid w, \omega, \vec{x} \right] \right| \geq \epsilon \right) \leq \frac{\sigma^2 C_v^2}{\epsilon^2} \frac{1}{N}. \tag{D.15}
\]

The inequalities in (D.13) and (D.15) show that even with a single draw, we can calculate the expectation as \(N\) increases. A high-dimensional state space is a help rather than a hindrance when calculating expectations (as long as there is sufficient independence in the states) because of the concentration of measure phenomenon. Inequality (33) shows that, with a single draw of \(\vec{w}\), we know the precise distribution of the deviation from the expectation, and with a large enough \(N\), it converges to 0. We could take multiple draws if required. But since Monte Carlo integration converges very slowly in general, the gains in extra accuracy will be minor even if we increase the number of draws substantially.

¹⁸If \(\vec{z}\) is a random vector with mean \(\vec{m}\) and covariance matrix \(\Sigma\), then, for any matrix \(\Lambda\), \(\mathbb{E} \left[ \vec{z}^\top \Lambda \vec{z} \right] = \text{trace}(\Lambda \Sigma) + \vec{m}^\top \Lambda \vec{m}.\)
The Euler residuals for a linear policy of the form \( u(X) = H_0 + \frac{H_1}{N} \sum_{i=1}^{N} X_i \) are:

\[
\varepsilon(X, u) = \gamma u(X) - \beta \left[ (\alpha_0 - \frac{\alpha_1}{N} \sum_{i=1}^{N} X_i + u(X) + \sigma w_i) + \gamma (1 - \delta)(H_0 + \frac{H_1}{N} \sum_{i=1}^{N} X_i + u(X) + \sigma w_i) \right].
\]

From the Euler equation, equation (19) becomes:

\[
\gamma u(X) - \beta \left[ (\alpha_0 - \frac{\alpha_1}{N} \sum_{i=1}^{N} X_i + u(X)) + \gamma (1 - \delta)(H_0 + \frac{H_1}{N} \sum_{i=1}^{N} X_i + u(X)) \right] = 0.
\]

The Euler residuals are then:

\[
\varepsilon(X, u) = \beta \sigma [\alpha_1 - \gamma (1 - \delta)H_1] \frac{1}{N} \sum_{i=1}^{N} w_i.
\]

Using the fact that \( w_i \sim \mathcal{N}(0, 1) \), the Euler residual is a Gaussian random variable

\[
\varepsilon(X, u) \sim \mathcal{N}(0, \beta^2 \sigma^2 \frac{[\alpha_1 - \gamma (1 - \delta)H_1]^2}{N}).
\]

### D.4 Representation of the \( v \) function

If it is known that the LQ problem satisfies certainty equivalence and the value function is quadratic and permutation invariant, \( v \) can be represented as:

\[
v(x, X) = -(p_1 + d + 2p_2 x + 2p_3 \frac{\sum_{i=1}^{N} X_i}{N} + 2p_4 x \frac{\sum_{i=1}^{N} X_i}{N} + p_5 \left( \frac{\sum_{i=1}^{N} X_i}{N} \right)^2)
\]

\[
= \rho_v(x, \frac{1}{N} \sum_{i=1}^{N} \phi_v(X_i))
\]

In other words, \( \phi_v : \mathbb{R} \to \mathbb{R}^1 \) (i.e., \( L = 1 \)) is the identity function \( \phi_v(X) = [X] \), and \( \rho_v : \mathbb{R} \times \mathbb{R}^1 \to \mathbb{R} \) such that:

\[
\rho_v(x, y) = -(p_1 + d + 2p_2 x + 2p_3 y + 2p_4 xy + p_5 y^2).
\]
## Appendix E  Additional Numerical Results

### E.1 More network variations

Table 2 reports a more complete list of experiments, including those of Table 1.

Table 2: Linear Model Performance in Additional Experiments

| group    | description                        | Time (s) | Params (K) | Train MSE (ε) | Test MSE (ε) | Val MSE (ε) | Policy Error (|u − u_ref|) | Policy Error (|u − u_ref|) |
|----------|------------------------------------|----------|------------|---------------|--------------|-------------|----------------|----------------|
|          | **φ(Identity)**                    |          |            |               |              |             |                |                |
|          | Baseline                           | 42       | 49.4       | 4.1e-06       | 3.3e-07      | 3.3e-07     | 2.9e-05       | 0.10%           |
|          | Thin (64 nodes)                    | 33       | 12.4       | 3.7e-06       | 2.7e-07      | 2.7e-07     | 3.4e-05       | 0.10%           |
|          | Shallow (2 layers)                 | 159      | 16.6       | 3.7e-06       | 7.8e-07      | 7.6e-07     | 9.4e-03       | 33.53%          |
|          | **φ(ReLU)**                         |          |            |               |              |             |                |                |
|          | Baseline                           | 107      | 66.8       | 3.7e-06       | 3.3e-07      | 3.3e-07     | 2.7e-05       | 0.09%           |
|          | L = 1                              | 88       | 66.0       | 1.8e-05       | 2.3e-07      | 2.4e-07     | 2.8e-05       | 0.10%           |
|          | L = 2                              | 86       | 66.3       | 1.3e-05       | 2.1e-07      | 2.2e-07     | 2.6e-05       | 0.08%           |
|          | L = 8                              | 70       | 67.8       | 3.0e-05       | 5.9e-07      | 5.9e-07     | 3.3e-05       | 0.11%           |
|          | L = 16                             | 91       | 69.9       | 5.5e-06       | 1.5e-07      | 1.5e-07     | 2.1e-05       | 0.07%           |
|          | **φ(Moments)**                     |          |            |               |              |             |                |                |
|          | Baseline                           | 55       | 49.8       | 1.4e-06       | 7.6e-07      | 7.6e-07     | 2.8e-05       | 0.09%           |
|          | Moments (1, 2)                     | 211      | 49.5       | 2.4e-06       | 1.1e-06      | 2.3e-06     | 4.4e-05       | 0.14%           |
|          | Very Shallow (1 layer)             | 241      | 9.6        | 1.1e-05       | 8.4e-06      | 7.9e-06     | 1.1e-02       | 34.00%          |
|          | **φ(ReLU)**                        |          |            |               |              |             |                |                |
|          | Shallow (1 layer)                  | 137      | 17.0       | 1.6e-06       | 9.9e-07      | 9.2e-07     | 1.8e-02       | 59.41%          |
|          | Deep (8 layers)                    | 241      | 115.3      | 2.8e-06       | 1.2e-06      | 1.0e-06     | 5.2e-05       | 0.16%           |
|          | Thin (64 nodes)                    | 82       | 12.6       | 1.6e-06       | 9.1e-07      | 9.2e-07     | 3.8e-05       | 0.12%           |
|          | Wide (256 nodes)                   | 61       | 197.9      | 1.8e-06       | 8.7e-07      | 8.0e-07     | 4.3e-05       | 0.13%           |

### E.2 Nonlinear demand function

The results in Table 3 confirm the conventional wisdom in the deep learning literature. First, **Very Shallow** in φ(ReLU), and **Very Shallow** and **Shallow** in φ(Moments) highlight the role of depth and generalizability. In these experiments, the MSE of the Euler residuals on both the training and validation data is very low. However, as seen in Test MSE (ε), the approximated policy is incapable of generalization. Second, for cases where there is nonlinearity in the function of interest, depth plays a more important role than pure capacity (number of parameters). For instance, in φ(Moments), **Thin** has way fewer parameters than **Shallow**, but it has more depth. **Thin** has an extraordinarily higher generalization power than **Shallow**.
<table>
<thead>
<tr>
<th>group</th>
<th>description</th>
<th>Time (s)</th>
<th>Params (K)</th>
<th>Train MSE (ε)</th>
<th>Test MSE (ε)</th>
<th>Val MSE (ε)</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ(ReLU)</td>
<td>Baseline</td>
<td>60</td>
<td>67.1</td>
<td>1.4e-05</td>
<td>4.7e-06</td>
<td>3.3e-06</td>
</tr>
<tr>
<td></td>
<td>L = 1</td>
<td>109</td>
<td>66.3</td>
<td>9.4e-06</td>
<td>1.3e-05</td>
<td>4.5e-06</td>
</tr>
<tr>
<td></td>
<td>L = 2</td>
<td>73</td>
<td>66.6</td>
<td>1.0e-05</td>
<td>3.3e-06</td>
<td>2.3e-06</td>
</tr>
<tr>
<td></td>
<td>L = 8</td>
<td>73</td>
<td>68.1</td>
<td>1.1e-05</td>
<td>4.9e-06</td>
<td>2.0e-06</td>
</tr>
<tr>
<td></td>
<td>L = 16</td>
<td>72</td>
<td>70.2</td>
<td>1.5e-05</td>
<td>5.4e-06</td>
<td>1.7e-06</td>
</tr>
<tr>
<td></td>
<td>Very Shallow (φ, ρ : 1 layer)</td>
<td>136</td>
<td>1.4</td>
<td>8.9e-06</td>
<td>4.8e+06</td>
<td>4.9e-06</td>
</tr>
<tr>
<td></td>
<td>Shallow (φ, ρ : 2 layers)</td>
<td>47</td>
<td>34.3</td>
<td>1.0e-05</td>
<td>9.2e-06</td>
<td>2.8e-06</td>
</tr>
<tr>
<td></td>
<td>Thin (φ, ρ : 32 nodes)</td>
<td>52</td>
<td>4.5</td>
<td>1.3e-05</td>
<td>6.0e-06</td>
<td>2.7e-06</td>
</tr>
<tr>
<td>φ(Moments)</td>
<td>Baseline</td>
<td>26</td>
<td>49.8</td>
<td>6.0e-06</td>
<td>5.0e-06</td>
<td>3.8e-06</td>
</tr>
<tr>
<td></td>
<td>Moments (1)</td>
<td>24</td>
<td>49.4</td>
<td>2.7e-05</td>
<td>6.5e-06</td>
<td>3.4e-06</td>
</tr>
<tr>
<td></td>
<td>Moments (1,2)</td>
<td>27</td>
<td>49.5</td>
<td>8.0e-06</td>
<td>5.1e-06</td>
<td>3.6e-06</td>
</tr>
<tr>
<td></td>
<td>Very Shallow (1 layer)</td>
<td>252</td>
<td>0.6</td>
<td>8.3e-06</td>
<td>1.4e+00</td>
<td>5.0e-06</td>
</tr>
<tr>
<td></td>
<td>Shallow (2 layers)</td>
<td>35</td>
<td>17.0</td>
<td>5.8e-06</td>
<td>1.2e+00</td>
<td>4.4e-06</td>
</tr>
<tr>
<td></td>
<td>Thin (32 nodes)</td>
<td>66</td>
<td>3.2</td>
<td>1.1e-05</td>
<td>9.7e-06</td>
<td>4.4e-06</td>
</tr>
</tbody>
</table>