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Abstract
This dissertation concerns the acquisition of mappings between lexical meaning and syntactic form in which arguments in the surface syntactic form may be left implicit, specifically focusing on indefinite implicit objects in English, e.g., John is eating (something).

First, in an analysis of the adult grammar, gradient grammaticality of an indefinite implicit object across verbs is derived from two factors - higher semantic selectivity of the verb and the aspectual properties of atelicity and imperfectivity.  Using an Optimality Theory framework (Prince and Smolensky, 1993/2004), a probabilistic ranking of constraints is proposed.  Acquisition of the mature grammar is argued to require well-developed knowledge about verbs’ argument structures and selectional preferences.  The learner must note the range of arguments from which a verb selects its objects and coordinate this information with the possible occurrence of the verb in the implicit object construction.

Second, young children’s knowledge of verbs’ selectional preferences is assessed by looking at the range of objects used across verbs in spontaneous speech and in an elicited production task (2;6 - 3;0 and 3;6 - 4;0 yrs).  For both age periods, children’s usage of objects is found to be slightly semantically broader than their mothers’ usage, but importantly the verbs that are increasingly more selective in the mothers’ usage are also shown to be of higher selectivity in the children’s usage, thus putting children in a position to recognize the systematicity with which implicit objects are used in the input.

Third, the spontaneous speech of a young child and her mother (same age periods as above) are examined.  Although the child omits more objects than her mother during the younger age period, during both age periods her use of indefinite implicit objects (but not definite implicit objects) is shown to accord with higher semantic selectivity and atelicity, as does her mother’s.  She differs from her mother mainly by using low rates of indefinite implicit objects with verbs of low semantic selectivity and/or telic verbs.  These results show that by the time the child has learned verbs’ selectional preferences that she can largely successfully restrict her use of implicit objects accordingly.
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Chapter 1.  Introduction
1.1 Overview

Learning a language involves learning what words mean and how they can be combined into phrases and sentences.  For example, a speaker of English learns that edible material is “food”, that consuming it is “eating”, and that a description of an event of eating, which necessarily involves both an eater and some food that is eaten, may be described in a transitive sentence (1a).  The speaker of English also learns that this event of eating may be described using an intransitive sentence in which the direct object is left implicit (1b), but that not all verbs in English allow this transitivity alternation (e.g., 2a and b).

1. a.  Jack was eating some food.

b.  Jack was eating.

2. a.  Jack was making some food.

b.  * Jack was making.

Both within and across languages, there is a tendency for there to be a one-to-one correspondence between the number of noun phrases in a sentence and the number of a verb’s arguments.  For example, for the verb eat, the arguments include the eater and what was eaten, and in (1a) above, the two arguments of the verb are indeed mapped to overt noun phrases; the two arguments of the verb make are also overtly represented in (2a).  Thus the surface syntactic structure reflects the semantic argument structure of the verb.  However, as the example in (1b) demonstrates, a one-to-one mapping is not always upheld; sometimes arguments may be left implicit.

In fact, an isomorphic mapping between argument number and noun phrase number is often violated in many languages.  Some languages allow given non-focal discourse referents to be null, such as Chinese (Huang, 1989), Portuguese (Raposo, 1986), and Thai (Ratitamkul, Goldberg et al., 2004), while other languages have been argued to allow null subject pronominals in accordance with rich agreement information on the verb as in Spanish and Italian (Jaeggli and Safir, 1989) or person and animacy specification such as in Hebrew (Artstein, 1999).

The broad goal of this dissertation is to explore the acquisition of mappings between lexical meaning and syntactic form in which arguments in the surface syntactic form may be left implicit.  Specifically, this dissertation focuses on indefinite implicit objects in English, such as the example in (1b) above.  Three main questions are posed.  First, what is the nature of the indefinite implicit object construction in the adult target grammar?  Second, what information could adults and children alike use to identify and interpret an implicit object in a surface intransitive sentence such as (1b)?  And third, how could children learn to correctly restrict their use of indefinite implicit objects across verbs in their own speech?

The existence of correspondences between lexical semantic structure and syntactic form, such as the tendency described above for a one-to-one mapping, have been argued to be useful to the learner in acquiring verb-argument structure.  The widely supported theory of syntactic bootstrapping suggests that learners can make use of universal mapping principles, paying attention to the range of syntactic structures a verb appears in to glean something about the verb’s meaning (Landau and Gleitman, 1985; Gleitman, 1990).  In particular, children have been shown to use the number of noun phrases in a sentence with a novel verb as a cue to the meaning of the verb:  children assign a causative interpretation to a verb used with two overt noun phrases in a transitive sentence and a non-causative interpretation to a verb used with one overt noun phrase in an intransitive sentence (Naigles, 1990; Fisher, 2002; Lidz, Gleitman et al., 2003).

However, given the learner’s proposed reliance on surface syntactic structure, implicit arguments pose an interesting challenge to children’s acquisition of the mapping between argument structure and syntax.  Mismatches between argument number and noun phrase number present a potential problem for the learner who uses the number of overt noun phrases she hears in a sentence as a cue to verb meaning.  When a learner hears an unknown verb in an intransitive sentence, the theory of syntactic bootstrapping would predict that she would infer that the argument structure of the verb only contained a single argument.  If the verb indeed involved only a single argument, this approach would result in the learner’s correct interpretation.  But in the case of the implicit object construction (or other null argument construction) in which there is in fact another argument, the learner would have been misled.  A related challenge for the child is learning the reverse mapping - the projection of a two-argument verb such as eat into a sentence frame which only overtly expresses one of the arguments.  The child must learn the particular conditions which govern the distribution of implicit arguments in her language.

Lidz and Gleitman (2004) have suggested that omitted noun phrases should not pose a problem to the child once she learns these language-particular conditions.  But of course, this would appear to be a circular problem - in order to know that a surface intransitive includes an implicit object the learner needs to know the meaning of the verb, but in order to learn the meaning of the verb the child relies on the number of overt noun phrases in the surface syntactic structure.  The proposal pursued in this dissertation is that the relevant information about a verb’s meaning is not contained in the surface intransitive sentences, but rather in the transitive sentences in which the verb occurs.  This corresponds to the original proposal of syntactic bootstrapping (Landau and Gleitman, 1985; Gleitman, 1990) that argument structure is learned across the multiple syntactic frames in which a verb is used, not in a single sentence in isolation.  Specifically, following Resnik (1996), information about a verb’s semantic selectional preferences can be computed across the range of direct object noun phrases that a verb occurs with in transitive sentences.  As children learn verbs’ meanings and their selectional preferences, they would be in a position to identify and interpret the occurrence of implicit objects, as well as to determine what the relationship is between object omissibility and semantic selectivity that would allow them to correctly restrict their own use of implicit objects across verbs.

An overview of the dissertation is as follows.

The remainder of this chapter presents a review of the background literature regarding the indefinite implicit object construction in English, focusing on two factors that have previously been proposed to be relevant to the omissibility of an object in English - the semantic selectivity of the verb for its object (Resnik, 1996) and the aspectual properties of telicity and perfectivity (Olson and Resnik, 1997).  Theories of children’s acquisition of verb meaning and syntax are then reviewed with consideration given to how learners could apply what they are learning about a verb’s meaning from transitive sentences to their acquisition of the implicit object construction.

Next, in Chapter 2, a linguistic analysis of the indefinite implicit object construction in the adult target grammar is presented.  In this analysis the gradient differences in grammaticality across verbs is derived in accordance with competing demands of four factors:  faithfulness to the underlying argument structure of the verb, economy of structure dependent on high semantic selectivity (using Resnik’s (1996) measure of verb Selectional Preference Strength), and requirements to identify the endpoints of telic and/or perfective events.  The analysis is formulated within the framework of Optimality Theory (Prince and Smolensky, 1993/2004) using flexible constraint rankings as previously argued for by Legendre et al. (2002), Boersma and Hayes (Boersma and Hayes, 2001), and others.  Specifically, a novel approach to the ranking of constraints is taken; the ranking of constraints is treated as probabilistic, with the relative weighting of each of the possible rankings of constraints dependent on the particular verb.

The chapter then presents the results of a grammaticality judgment study of the implicit object construction across verbs.  The proposed model of the implicit object construction is shown to be largely able to capture the variation in the grammaticality judgments.

Turning to the acquisition of the implicit object construction, what the proposed analysis suggests is that the learner must have a fairly well developed knowledge about a verb in order to be able to use it correctly.  However, it is also shown that in comprehension, the grammar cannot, by itself, reveal the presence of an implicit object given a completely unknown verb; rather the learner must know the argument structure of a verb in order to posit the existence of an underlying implicit object in a given sentence.

Chapter 3 (Verb Semantic Preferences) takes a closer look at what exactly children know about verbs’ selectional preferences for argument classes.  The verb semantic preferences of young children in two age groups (2;6 to 3;0 years and 3;6 to 4;0 years) and their mothers are assessed based the range of objects they used across verbs in two studies, one of spontaneous speech and one of elicited speech.  The narrowness of a verb’s semantic selectivity is calculated according to two measures, Selectional Preference Strength (SPS; Resnik, 1996), which calculates the relative strength with which a verb selects for a range of argument classes, and Object Similarity (OS), which is based on similarity judgments of a verb’s objects provided by independent raters.  If young children’s knowledge of verbs’ selectional preferences is found to be reasonably developed, then this would put them in a position early on to both comprehend the use of these verbs in intransitive sentences and to appropriately restrict their own use of implicit objects across the verbs.  It would also put them in a position to be able to recover the meaning of the implicit object, for example, inferring that in the sentence “John is eating”, the implicit object refers to (foods(.
Finally, Chapter 4 (Implicit Objects in Spontaneous Speech) examines the spontaneous production by a young child and her mother (looking at the same age periods as above) to see whether their use of implicit objects is restricted in accordance with semantic selectivity and aspect as argued for in the linguistic analysis.  Furthermore, the nature of the language input is investigated to see whether it contains the relevant triggers that would motivate the learner to adjust her grammar accordingly and whether indefinite implicit objects are used in the child-directed speech in a manner consistent with the linguistic analysis in Chapter 2.

In sum, this dissertation broadly concerns the acquisition of the mappings between verb-argument structure and surface syntactic form.  More specifically, it is focused on the potential problems that implicit arguments in the surface syntax pose for the learner who uses the surface form as a cue to the underlying verb meaning.  The proposal offered in this dissertation with regard to the acquisition of the implicit object construction, in keeping with the original proposal of syntactic bootstrapping (Landau and Gleitman, 1985; Gleitman, 1990), points to the role of information available in the surface form across multiple sentence types.  The learner is suggested to make use of the fact that verbs that allow implicit objects also occur with overt objects in transitive sentences.  If the learner pays attention to the occurrence of a verb in these multiple sentence frames, then she will find evidence for an internal argument that she could interpret in the case of a surface intransitive sentence.  Moreover, the range of objects a verb occurs with provides the learner with a rich source of information about its meaning which she could then use to recover the meaning of an implicit object.  And finally, knowledge of verbs’ semantic selectional preferences could allow the learner to identify the systematicity in the language input with regard to the relative grammaticality of an indefinite implicit object across verbs.
1.2 Background

This dissertation is concerned with (a) the occurrence of implicit arguments in the adult grammar, which violates a one-to-one mapping between lexical meaning and surface syntactic form, and (b) the acquisition of the implicit object construction by the child, who has been argued to make use of the number of overt noun phrases in a sentence as a cue to verb meaning.

A basic assumption of theories of syntax is that lexical meaning projects to syntactic form.  Some of the ways in which this mapping has been formulated are reviewed in Section 1.2.1 (Relationship between Lexical Meaning and Syntactic Form).
Turning to the implicit object construction, Section 1.2.2 (The Implicit Object Construction) describes how on the surface this construction violates the assumption that lexical meaning is mapped to syntactic form.  Section 1.2.2.1 (Lexical Idiosyncrasy) reviews the literature in which the grammaticality of an implicit object across verbs is treated as a matter of lexical idiosyncrasy.  Then, the factors of interest are reviewed in more detail:  the relative narrowness of the semantic selectivity of the verb (Section 1.2.2.2 Factor 1:  Semantic Selectivity), and the aspectual properties of telicity and perfectivity (Section 1.2.2.3 Factor 2:  Aspectual Properties).

Section 1.2.3 (Remaining Issues) summarizes the overall picture and describes how the linguistic analysis in Chapter 2 (Linguistic Analysis) derives the grammaticality of an implicit object from the combined effects of the factors of semantic selectivity, telicity, and perfectivity.
Section 1.2.4 (Acquisition) turns to the question of how the child learns which verbs allow implicit objects and which do not.  In particular, semantic selectivity is identified as a factor that children could make use of both to identify and comprehend implicit objects in the child-directed input and to appropriately restrict her own use of implicit objects.
1.2.1 Relationship between Lexical Meaning and Syntactic Form

Theories of syntax have tended to assume that verbs’ meanings are projected into syntactic structure, e.g., the Projection Principle in the Principles and Parameters framework (Chomsky, 1981), Completeness and Coherence Conditions in Lexical-Functional Grammar (Kaplan and Bresnan, 1982), and the Completeness Constraint in Role and Reference Grammar (Foley and Van Valin, 1984; Van Valin, 1993; Van Valin and LaPolla, 1997).  Although more recent syntactic theories such as the Minimalist Program (Chomsky, 1995) and Lexical-Functional Grammar’s Lexical Mapping Theory (Bresnan and Kanerva, 1989) no longer assume that the lexical properties of a verb are encoded at all levels of syntactic representation, they continue to treat verbs as having structured lexical entries that include the number and types of arguments they take.  Thus, it is a foundational assumption that verbs have internal semantic structure and that these semantic roles must be mapped to syntactic structure.  The past 40 years or so have seen a great deal of research devoted to figuring out what the relevant lexical properties are and what constraints govern the mapping of these semantic properties to syntactic structure.

Early theories of the relationship between meaning and form proposed linking rules which mapped pre-determined primitive or atomic thematic roles played by each of the arguments with regard to the event or state described by the predicate, such as Agent, Patient, Theme, and Goal to syntactic grammatical relations, such as subject, direct object, and oblique object (Gruber, 1965; Fillmore, 1968; Jackendoff, 1972).  Both the thematic roles and the grammatical relations were suggested to have a hierarchical structure, and the mappings between them linked the highest available thematic role to the highest available grammatical relation.  For example, a verb with two arguments, an Agent and a Theme would be mapped to a sentence such that the Agent argument appeared as the subject and the Theme argument appeared as the direct object (3).  A verb with an Agent, a Theme, and a Goal would be mapped to a sentence in which the Agent argument appeared as the subject, the Theme argument appeared as the object, and the Goal argument appeared as the oblique object (4).

Jack (Agent) ate lunch (Theme).

Jack (Agent) put his keys (Theme) on the table (Goal).

However, there has been much disagreement in the literature about exactly how to define and distinguish these thematic roles.  For example, it is possible for one argument to have more than one thematic role; the subject of run in the sentence “Kelly ran across the field” is argued to be both an Agent in the sense of being volitional entity and a Theme in the sense of an entity that moves and changes location (Gruber, 1965; Jackendoff, 1972; Jackendoff, 1983).  In response to these kinds of problems, Dowty (1991) proposed two generalized thematic proto-roles, the Proto-Agent and the Proto-Patient, which each encompassed a set of entailments.  Arguments having one or more of the properties of Proto-Agent or Proto-Patient were characterized accordingly and could then be mapped to syntactic structure such that Proto-Agents map to the sentence subject and Proto-Patients map to the object position.

Jackendoff (1987) proposed much more articulated semantic structures which consisted of primitive conceptual categories such as Thing (or Object), Event, State, Action, Place, Path, Property, and Amount.  These categories could then be combined into more complex expressions.  For example, the basic category of Place can be expanded to a Place-function plus an argument of the function which is of the category Thing (5) (Jackendoff, 1987), as in expressions such as “under the table”.  Thus, Jackendoff’s semantic structures allow sufficient flexibility for characterizing semantic roles that can be specific to a particular predicate or class of predicates, but yet they are built from universal primitives. 

PLACE ( [Place PLACE-FUNCTION (THING)]

As for which properties are considered relevant to semantic structures and which are not, the approach taken has generally been simply to consider as relevant only those properties that can in fact be shown to have consequences for syntactic structure.  For example, Dowty (1991) limited his consideration to only those properties for which there is “any semantic distinction that can definitely be shown to be relevant to argument selection … whether it relates to a traditional role or not” (p. 562).

Many semantic properties have been shown to be irrelevant to grammatical processes, such as color (Grimshaw, 1993), loudness (Pesetsky, 1995), and volume, pitch, resonance, or duration of the sound of verbs of omission (Levin and Rappaport Hovav, 2005).  That is, these properties have not been shown to distinguish the various syntactic structures that verbs can and cannot occur in.

However, other semantic properties, such as causation, directed change, existence, etc. have been found to be grammatically relevant, and it is these properties which appear in theoretical approaches to argument structure again and again.  For example, whether sound emission is an internally or externally caused event has been shown to be grammatically relevant (Levin and Rappaport Hovav, 2005).  While rattle can occur in both an intransitive sentence expressing only the sound emitter argument (6) and a transitive, causative sentence expressing both the sound emitter argument and the argument which causes the sound emission (7), rumble can only occur in an intransitive sentence expressing only the sound emitter argument (8) and not a transitive, causative sentence suggesting an external causer of the sound (9) (sentences from Levin & Rappaport Hovav, 2005).

The windows rattled.

The storm rattled the windows.

The truck rumbled.

* Peter rumbled the truck.

In sum, what these theories of the relationship between verb semantics and syntax share is the assumption that elements of lexical semantic representation are mapped to and preserved in syntactic structure, and that these mappings operate over consistently relevant semantic properties.  This approach has both descriptive and explanatory power, characterizing both the observed alternations as well as limiting the set of relevant semantic properties such that they might plausibly be innate and universal and could therefore form the scaffolding on which language acquisition might proceed.
1.2.2 The Implicit Object Construction

This dissertation focuses on a construction in which one of the elements of lexical semantic representation is not preserved in the surface syntactic structure:  the indefinite implicit object construction (so called following Fillmore, 1986; Levin, 1993; Cote, 1996)
.  An example is shown below in (10) and (11); the object of eat in (10) is left implicit in (11).  The implicit object is indefinite in the sense described by Fillmore (1986), in which the speaker need not have the specific identity of the object in mind.

Jack ate some food.

Jack ate.

Note that the reason that this construction is treated here as including an implicit argument, and not a semantically absent one, is that the truth-conditional semantics of (10) and (11) are the same, shown in (12).  That is, there exist two entities, such that one ate the other.  It is not the case that the interpretation of (11) is that there is only a single argument involved in the eating.

(x (y x ate y
Interestingly, indefinite implicit objects are not allowed with all verbs.  Some verbs easily allow an implicit object (13) while others clearly resist them (14).  And crucially, as will be shown in Chapter 2 (Linguistic Analysis), some verbs may receive intermediate grammaticality judgments when used with an implicit object (15).

Jack ate.

* Jack found.

? Jack caught.

The indefinite implicit object construction is to be distinguished here, as much as possible, from definite implicit objects which are defined here to be objects in which the speaker does need to have the specific identity of the object in mind.  This distinction serves to distinguish implicit objects whose particular meaning can be recovered from the preceding discourse or disambiguating physical context (definite implicit objects) from implicit objects whose meaning is recoverable only from the verb in the sentence (indefinite implicit objects)
.

Definite implicit objects are found in many languages such as Chinese, shown in (16).  This example from Huang (1984) is analyzed as involving a topicalized null operator; thus the referent of the null object (empty category, ec) is specified external to the sentence.  In contrast, for the most part, these types of null objects are not allowed in English, as shown in (17).  In (17), the direct object in the reply is understood to be “my sandwich”, since it was referenced in the previous sentence.  However, in English, it must be referred to using a pronoun and not an implicit object.

3. Zhangsani shuo Lisi bu renshi ec*i/j.

Zhangsan  say   Lisi not know

‘Zhangsani said that Lisi does not know (him*i/j).’
4. Speaker A:  Where’d my sandwich go?

Speaker B:  Oh, Jack ate *(it).
However, definite implicit objects are not completely disallowed in English, as the example in (18) demonstrates.

5. Speaker A:  Look at this picture I drew!

Speaker B:  Oh, did you show Daddy (the picture)?

Interestingly, in spite of the rich history showing the mapping correspondences between semantic roles and syntactic structure, an appeal to semantic roles does not help to distinguish verbs that can occur in the implicit object construction from verbs that resist it.  One might characterize all of the objects in the sentences in (19) as physically changed by the action (perhaps the best thematic label would be that of Patient) and the objects in (20) as physically unchanged (a reasonable label might be Theme).  Yet the grammaticality of an implicit object cross cuts this distinction.  As discussed above, assignment of semantic roles is notoriously difficult, and it is not obvious what thematic or semantic role or property could be assigned to the arguments of verbs that allow an implicit object that would distinguish them from the arguments of verbs that do not allow an implicit object.
6. a.  Jack ate (some food).

b.  Jack drank (a beverage).

c.  Jack hung *(his shirt).

d.  Jack made *(a meal).

7. a.  Jack brought *(some boxes).

b.  Jack heard *(a noise).

c.  Jack read (a book).

d.  Jack sang (a song).

Along similar lines of trying to find what semantic property is held in common by verbs that allow implicit objects, Fillmore (1986) noted that although there are instances of semantically related verbs that allow implicit objects (21), there are also exceptions that do not allow implicit objects (22).

8. a.  They accepted.

b.  They approved.

c.  They agreed.

9. a.  * They endorsed.

b.  * They authorized.

c.  * They acknowledged.

The next section considers the possibility that there is nothing systematic governing which verbs allow implicit objects and which do not; it may simply be idiosyncratic.
1.2.2.1 Lexical Idiosyncrasy

Early syntactic accounts concerned themselves, not with distinguishing which verbs allowed implicit objects and which did not, but for the cases of implicit objects, simply positing a derivation or rule which generated the correct surface syntactic representation.  In this way, whether or not a verb allowed an implicit object was essentially treated as idiosyncratic.

For example, it was argued that objects may be omitted from the surface representation of a sentence through NP-deletion, which was a transformation by which the indefinite word “something” or “it” was deleted (Katz and Postal, 1964; Fillmore, 1969; Fraser and Ross, 1970; Mittwoch, 1971; Allerton, 1975; Mittwoch, 1982; Fillmore, 1986).  Interpretation of the surface intransitive as including an internal argument was assumed to be possible given the deep structure level of representation which included the object.  As for whether a verb allowed its object to undergo NP-deletion or not, this was treated as lexically specific.

Another approach to the implicit object construction which treats the phenomenon as one of lexical idiosyncrasy is to assume that there may be a separate argument structure associated with a verb for every syntactic structure that a verb may appear in (Pinker, 1989).  For example, there would be two argument structures for the verb eat, one which would project to the intransitive sentence “Jack ate” and one which would project to the transitive “Jack ate an apple”.  Although this approach benefits on the whole by not inserting optional material into the lexical representation (in this way, it avoids putting adjuncts into the verb’s argument structure), it overreaches when applied to verbs such as eat which do include the entailed interpretation of an implicit argument.

One problem for treating the phenomenon of implicit objects as simply a matter of lexical idiosyncrasy is that semantic selectivity and the aspectual properties of telicity and perfectivity do roughly pick out verbs that allow implicit objects from those that do not.  These factors are discussed in detail below.

A second problem is that if it were truly a matter of lexical idiosyncrasy, it would put the learner in the position of having to learn on a verb-by-verb basis which verb allows an implicit object and which does not.  This would create problems both for the child’s own production of implicit objects, as well as possibly for comprehension.  This is discussed below in Section 1.2.4 (Acquisition).
1.2.2.2 Factor 1:  Semantic Selectivity

One factor that has been shown to be relevant to the implicit object construction is that of the semantic narrowness of the verb’s meaning or selection of arguments.  Rice (1988) pointed out that implicit objects tend to be typical in some way of the verb and that verbs which occur with a broad range of objects (and thus no object is particularly typical) tend to resist implicit objects.  Similarly, Levin (1993) identified a set of verbs which participate in the "unspecified object alternation" and she noted that for these verbs, the object is generally understood as being a typical object of the verb.  Goldberg (2005, Draft) also cites recoverability as a necessary (but not sufficient) condition on the possibility of a verb being used in what she terms the “Implicit Theme Construction” .

With the goal of quantifying verbs’ selectional preferences, and thus their relative breadth of meaning, Resnik (1996) proposed an informational model, Selectional Preference Strength (SPS).  This model quantifies information as the relative entropy between two distributions, and as it was implemented to measure verbs’ selectional preferences, it was used to compare an overall distribution of argument classes to the distribution of argument classes given a particular verb.
As will be discussed in more detail in the subsections below, SPS has many qualities that make it ideal for both studying the extent to which verb meaning contributes to the grammaticality and use of an implicit object in the adult grammar and for investigating the acquisition of verb meaning and use of implicit objects.  In brief, these qualities include not stipulating verb meaning or selectional preferences but rather modeling a verb’s selection of argument classes in terms of production data, quantifying what a speaker knows about the meaning of a verb, and being able to compare the breadth of a verb’s selectional preferences across speakers and age periods.
In order to familiarize the reader with the formulation and implementation of Resnik’s model of SPS, it is laid out in full detail in the Overview and Calculation sections below.  The Empirical Support section then reports the empirical successes of the model, noting in particular the finding of a correlation between verbs’ SPS and the use of an implicit object in adult written English.
Overview

Selectional Preference Strength (SPS) (Resnik, 1996) , as it is implemented here (and previously similarly in Rensik, 1996), measures the amount of information a particular verb carries about the range of semantic argument classes from which its direct objects are selected.  SPS is calculated by comparing the following two distributions:  a baseline distribution of the argument classes of the direct objects in a corpus, and the distribution of the argument classes of the direct objects for a particular verb.
  Argument classes are those listed in the hierarchical taxonomy of Word Net 2.1(Fellbaum, 1998).
Importantly, in this particular implementation, instead of measuring the distribution of individual nouns across verbs in a corpus, SPS characterizes the distribution of argument classes.  By distributing the credit for a particular noun over all of the argument classes which subsume it, the model is able to capture semantic generalizations.  For example, the argument classes which subsume the noun “water” include (water(, (liquid(, (fluid(, (substance(, (matter(, (physical entity(, and (entity( (Fellbaum, 1998).  Thus, what is computed by SPS is not only that a verb selected for the noun “water”, but rather that it selected for all the argument classes which subsume the noun, such as (liquid(.  If only the particular nouns used were allowed in the model, then very few verbs would be highly selective since they would select for a wide range of non-identical objects.  In contrast, by calculating SPS over argument classes, what can be generalized about a verb is that it tends to select nouns that fall under the classes of (liquid(, (fluid(, etc.
In addition to distributing credit for a particular noun over all of the argument classes which subsume it, credit can also be distributed across all of the senses of the noun.  For example, in Word Net 2.1 (Fellbaum, 1998), , the noun “water” has 6 senses.  One is the common sense of “a fluid necessary for the life of most animals and plants”.  Another is the scientific sense of water as H2O, a “binary compound that occurs at room temperature as a clear colorless odorless tasteless liquid”.  And so on.  Since it is impossible to know precisely which sense the speaker had in mind, and in fact, the intended meaning of the word may incorporate one or more senses simultaneously, SPS can be computed over all senses of a noun, and thus over all of the argument classes which subsume each of these senses.
Calculation

SPS (Resnik, 1996) is calculated by comparing two distributions - a prior distribution and a posterior distribution, shown in (23), where p refers to a predicate and c refers to a semantic class (relative to a particular argument position, in this case, the direct object).  SPS is formulated as relative entropy, 
 which can be rewritten as (24) to more clearly show that what is being calculated is, for all semantic classes c, the difference between the prior log-probability of each class in the relevant argument position and the posterior log-probability of each class in the relevant argument position given a particular predicate (verb), weighted in terms of the latter probability.  Thus, SPS directly measures the amount of information that a predicate carries about its semantic classes by comparing the distribution of these classes in the relevant argument position given the particular predicate to the distribution of semantic classes without taking the predicate into consideration.  SPS will be greater, the greater the difference between the two probability distributions.
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As it was applied by Resnik (1996) with regard to verbs’ selectional preferences for argument classes, SPS(vi) 
 compares a prior distribution, taken to be the baseline distribution of the argument classes c of the direct objects in a corpus, Pr(c), as he estimated in (25), and a posterior distribution, taken to be the distribution of the argument classes of the direct objects for a particular verb vi, Pr(c|vi), as he estimated in (26).
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(25) estimates the prior probability of an individual semantic class c, such as (water( or (liquid(, appearing in direct object position over an entire corpus. This estimate is based on the frequency of each of the particular nouns, such as “water” which are instances of the class, which appear in the direct object position in the corpus, freq(n),.  The effect of each noun is reduced in accordance with the number of classes which subsume it, classes(n), thereby distributing the credit for a noun over all of the classes which subsume it. The frequency of each of the nouns which represent the class, distributed over the classes which subsume them, are summed, and Pr(c) is estimated by taking the ratio of that sum to the total number of nouns in the corpus, N.
For example, suppose that we are calculating Pr((liquid(), as shown in (27).  If the word “water” appeared as a direct object 4 times, then freq(water) = 4.  “Water” in all of its senses is subsumed by 32 distinct classes within WordNet, so |classes(water)| = 32.  And suppose that there were a total of 90 nouns (token frequency in direct object position) in the total corpus.  Pr((liquid() would be calculated as shown in (27), filling in freq(n) and classes(n) for each of the other nouns which are subsumed by the class (liquid(.  The more instances there are of nouns that are subsumed by a particular class, the higher Pr(c) will be, and the fewer classes that each of the nouns is subsumed by, the higher Pr(c) will be.
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The same approach that is taken above in (27) is extended to the estimation of the posterior probability of a class c given a particular verb vi, shown here in the example in (28).  The only difference is that the relevant frequency is that of the noun appearing as the direct object of the particular verb, freq(vi,n), rather than the frequency of the noun as a direct object in general over the whole corpus.  Note that the only nouns which are considered in this conditional probability are those that are subsumed by the particular class and that appeared as a direct object of the given verb (here, assumed to be 3 for “water” and “drink”).  Just as for Pr(c), for the given verb, the more instances there are of direct object nouns that are subsumed by a particular class, the higher Pr(c|vi) will be, and the fewer classes that each of those nouns are subsumed by, the lower Pr(c|vi) will be.
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The a priori distribution of argument classes in a corpus is independent of any particular verb.  For example, in a corpus, Pr((liquid() might be higher than Pr((furniture(), but equal to Pr((foods(); that is, (liquid( might be more likely to be used as a direct object than (furniture(, but equal to the likelihood of (food(.  But given a particular verb, such as drink, Pr((liquid(|(drink() is likely to be much higher than both Pr((furniture(|(drink() and Pr((food(|(drink().
Empirical Support

Resnik's model of SPS was evaluated in two ways.  First, he looked within SPS at the selectional association (a measure of the relationship between a particular class and a predicate
) between verbs and particular argument classes.  He compared the selectional association between verbs and argument classes from the Brown corpus of American English (Francis and Kučera, 1982) to experimental results obtained in two separate studies.
In one such study by Holmes et al. (1989) ratings were obtained from adults with regard to the plausibility of sentences in which verbs were used with plausible and implausible objects (as initially judged by the experimenters' intuitions).  Holmes et al. (1989) found that subjects gave significantly higher plausibility ratings to the sentences with plausible objects and lower plausibility ratings to the sentences with implausible objects, and similarly Resnik (1996) found that selectional association gave significantly higher association ratings to the verbs paired with the argument classes from which the plausible objects were drawn and lower association ratings to the verbs paired with the argument classes from which the implausible objects were drawn.

A second study by Trueswell et al. (1994) collected scaled typicality ratings for pairs of verbs and objects.  Resnik (1996) found that the magnitude of the selectional association between these verbs and the argument classes from which the objects were drawn were correlated with Trueswell et al. (1994) typicality ratings.

A second evaluation of Resnik's model of SPS of particular relevance to this dissertation showed the verbs' SPS values to correspond to the use of an implicit object.  Resnik argued that a verb’s SPS literally reflects the amount of information the verb carries with regard to the argument classes from which it selects its direct objects.  As such, the more narrowly a verb selects for its argument classes, the more predictable those argument classes are given the verb.  If the use of an implicit object is dependent on its recoverability, then verbs that select more narrowly for their complement argument classes should be more likely to allow them to be implicit.  SPS was calculated separately for three corpora:  the Brown corpus of American English (Francis and Kučera, 1982), parental turns from transcribed speech in the CHILDES database (MacWhinney and Snow, 1985), and verb-object norms collected from English speaking adults in an unpublished study by Anne Lederer at the University of Pennsylvania.

First, Resnik (1996) contrasted the SPS of verbs that were categorized as either allowing an implicit object (Alternating) or not allowing an implicit object (Non-Alternating) (see diagnostic tests in Resnik (1993)).  He found that, according to Mann-Whitney U tests for each of the three corpora over which SPS was calculated, SPS was higher for the Alternating verbs (e.g., call with an SPS of 1.52, drink with an SPS of 4.38, and eat with an SPS of 3.51) than for the Non-Alternating verbs (e.g, bring with an SPS of 1.33, catch with an SPS of 2.47, and find with an SPS of 0.96).
Second, Resnik (1996) found that verbs that showed a higher rate of implicit objects in the Brown corpus of American English (Francis and Kučera, 1982) were also higher in SPS, according to correlation tests for each of the three corpora over which SPS was calculated.  Looking at a few examples, the highest rate of implicit objects was found for the verb drink with a rate of 45.1%; its SPS value was 4.38.  A lower rate of 12.7% implicit objects was found for the verb read and correspondingly, its SPS value was lower at 2.35.  Finally, there were several verbs that never allowed implicit objects and their SPS values were often quite low, such as hear with an SPS of 1.70, bring with an SPS of 1.33, and make with an SPS of 0.72.  An interesting result of this study, however, was that some verbs with high SPS did not occur with implicit objects, such as wear with a relatively high SPS of 3.13 and hang with an SPS of 3.35.  Resnik summarized these results with the characterization that high SPS appears to be a necessary, but not a sufficient condition on the use of an implicit object.
Summary

In sum, the semantic selectivity of a verb, operationalized as Resnik’s (1996) Selectional Preference Strength (SPS) has been shown to capture the relative semantic narrowness of a verb and to be correlated with the rate of implicit objects used in adult written English.  This relationship is further explored in this dissertation in a linguistic analysis of the grammaticality of an implicit object in the adult grammar, in combination with the following aspectual properties.

1.2.2.3 Factor 2:  Aspectual Properties

A second factor that has been found to be relevant with regard to transitivity is aspect.  Two levels of aspect have been distinguished in the literature, lexical aspect and grammatical aspect.
Lexical Aspect:  Telicity

Lexical aspect refers to the inherent or internal temporal properties of events, such as the four classes of Vendler’s (1957; 1967) influential analysis which included States, Activities, Accomplishments, and Achievements
.  Subsequent to Vendler there have been several variations which propose more distinctions (Bach, 1986; Carlson, 1981; Smith, 1991) or fewer distinctions (Dowty, 1991; Kenny, 1963; Pustejovsky, 1991; Verkuyl, 1972, 1989, 1993).  This dissertation follows Olsen’s (1997) analysis which breaks down Vender’s classes into privative features which include the existence of a natural end or result (Telicity), whether the event is volitionally caused (Dynamicity), and whether it occurs over time or in an instant (Durativity).  Specifically, it is telicity that is argued here to be relevant to the indefinite implicit object construction.

The property of telicity refers to the existence of a natural end or result of an event.   For example, in (29), the event of sinking is telic.  There is an inherent endpoint to the event, and it is only at this point that it can be said that the ship has sunk.  Until this point, the ship cannot be said to have sunk.  (Note that telicity does not specify whether that end is actually attained, but only that such an endpoint is specified.)  In contrast, an atelic event does not entail an endpoint.  In (30), there is no inherent or specified point in an event of floating that must reached in order to be able to say that the ship has floated.

16. The ship sank.

17. The ship floated.

What does telicity have to do with implicit objects?  The idea pursued in this dissertation is that, since a direct object often specifies what constitutes the inherent or natural endpoint of a telic event, telic verbs resist omitting an expression of that endpoint.

In fact, the relationship between a telic interpretation and direct objects more generally is well established.  Hopper and Thompson (1980) proposed that transitivity is a continuum, with clauses varying in transitivity along ten parameters.  Clauses were characterized as more or less transitive according to the following features in Table 1.

	Property
	
	High
	
	Low

	A.  Participants
	
	two or more
	
	one

	B.  Kinesis
	
	action
	
	non-action

	C.  Aspect
	
	telic
	
	atelic

	D.  Punctuality
	
	punctual
	
	non-punctual

	E.  Volitionality
	
	volitional
	
	non-volitional

	F.  Affirmation
	
	affirmative
	
	negative

	G.  Mode
	
	realis
	
	irrealis

	H.  Agency
	
	A high in potency
	
	A low in potency

	I.  Affectedness of O
	
	O totally affected
	
	O not affected

	J.  Individuation of O
	
	O highly individuated
	
	O non-individuated


Table 1 .  Ten parameters of transitivity (Hopper & Thompson, 1980).

Hopper and Thompson argued that these parameterized features covary, such that if there are two clauses and one has a higher value along one parameter, if they differ with respect to another parameter, the clause is higher according to the first parameter will also be shown to be higher with respect to the second parameter.  What this suggests for the relationship between telicity and a direct object is that telicity tends to align with affectedness and individuation of the direct object.

In fact, van Hout (1996) has claimed that, in Dutch, telic verbs require an object in direct object position.  Objects of atelic verbs, instead, surface as indirect objects or as the objects of an embedded prepositional phrase.

Tenny (1988, 1994) has suggested that the direct object “measures out” a telic event
.  That is, the direct object delimits the event by specifying the amount of time, substance, distance, etc. it takes for the event to be completed.  For example, the event of building in (31) is measured out over the substance of the house, going from a state of blueprint, wood, and concrete to a completed freestanding structure.

18. Jack built a house.

As for implicit objects, the use of an indefinite implicit object has been argued to give rise to an atelic interpretation and the use of a definite implicit object to result in a telic interpretation (Mittwoch, 1982).  Given this, Olsen and Resnik (1997) have situated indefinite implicit objects along the low transitivity end of Hopper and Thompson’s (1980) continuum in accordance with their low-individuation and atelic interpretation.  (They place definite implicit objects along the high transitivity end in accordance with their high-individuation and telic interpretation.)

Thus it appears that, for verbs that allow it, the use of an indefinite implicit object gives rise to an atelic interpretation.  However, the question remains as to how the telicity of the verb affects the possibility of an indefinite implicit object in the first place.  The linguistic analysis presented in this dissertation casts the issue with regard to aspect as one of faithfulness of the syntactic output to aspectual features that are present in the input to the syntax:  while the inherent endpoint of a transitive telic verb must be overtly expressed by a direct object in the syntactic output, the indefinite direct object of a transitive atelic verb may be left implicit.

The contribution of telicity to the use of an implicit object across verbs will be assessed in Chapter 2 (Linguistic Analysis) on the basis of a grammaticality judgment study.  A requirement for the direct object of transitive telic verbs to be overt would be expected to be reflected as lower grammaticality judgments for telic verbs used with an implicit object than for atelic verbs used with an implicit object.

The contribution of telicity will also be assessed in the spontaneous speech of a young child and her mother in Chapter 4 (Implicit Objects in Spontaneous Speech).  Given a requirement for the direct object of telic verbs to be overt, indefinite implicit objects should be restricted to atelic verbs.
Grammatical Aspect:  Perfectivity

The property of perfectivity denotes the point along the temporal constituency of an event from the speaker’s perspective (Comrie, 1976; Olsen, 1997).  An event which is viewed internally, while it is in progression or ongoing, is imperfective, while an event viewed externally, from the perspective of completion, is perfective.  This dissertation follows Olsen’s (1997) analysis, in which imperfective aspect indicates that the event is being viewed at its nucleus, and is marked in English with progressive morphology (e.g., an agreeing and tensed form of be plus the suffix -ing).  Perfective aspect indicates that the event is being viewed at its coda, and is marked in English with perfect morphology (e.g., an agreeing and tensed form of have plus the suffix -ed)
.

Less attention has been paid to the relationship between grammatical aspect and the presence of an overt object in English, likely because the phenomenon of object omissibility has been construed as being verb-specific.  That is, there has been more focus on which verbs allow an implicit object (e.g., Jack was writing / * Jack was bringing), and less emphasis on what factors may affect the relative grammaticality of an implicit object within the same verb (e.g., Jack was writing / ? Jack had written).

However, much has been made of the relationship between perfectivity and telicity.  Specifically, one traditional diagnostic of telicity is that for telic events, the perfective is not entailed by the imperfective (32), but the perfective is entailed by the imperfective for atelic events (33) (Dowty, 1979).

19. “Elisa was opening the box” does not entail that “Elisa had opened the box”

20. “Elisa was singing” entails that “Elisa had sung”
The entailment exists because the telic event involves an inherent endpoint, which is precisely what perfective aspect targets.  In contrast, an atelic event does not have a specified or inherent endpoint and thus the event can be considered to be completed whether it is viewed from the perspective of its nucleus or coda.

It is important to note that perfectivity and telicity are indeed separate properties; telic events may be expressed using perfective or imperfective aspect, just as atelic events may be.  However, what they have in common is that they concern the endpoint of an event, with telicity specifying whether there exists a natural or inherent endpoint and perfectivity specifying whether the event is viewed from the perspective of that endpoint.

With regard to the implicit object construction, the linguistic analysis in this dissertation considers the contribution of perfective aspect to the grammaticality of an implicit object.  As with telicity, the effect of perfectivity is treated as an issue of faithfulness of the syntactic output to aspectual features that are present in the input to the syntax:  while the endpoint perspective specified by perfective aspect must be overtly expressed by an overt object in the syntactic output, imperfective aspect permits an implicit indefinite direct object.

The contribution of perfectivity to the use of an implicit object across verbs is assessed in Chapter 2 (Linguistic Analysis) on the basis of a grammaticality judgment study.  A requirement for a direct object to be overt given perfective aspect would be expected to be reflected as lower grammaticality judgments for implicit object sentences with perfective aspect than for sentences with imperfective aspect.

1.2.3 Remaining Issues

In sum, two separate factors have been discussed with regard to the possibility of the use of an implicit object.  The property of semantic selectivity, operationalized here using Resnik’s (1996) Selectional Preference Strength (SPS), is taken to reflect the extent to which the argument classes from which a verb tends to select its direct objects is recoverable.  The aspectual properties of telicity and perfectivity, which concern the endpoints of events, are argued to resist an implicit object in order to ensure the expression of that endpoint.

However, Resnik’s (1996) reported rates of implicit objects from the Brown corpus of American English (Francis & Kučera, 1982) reveal that neither the aspectual properties of telicity and perfectivity nor semantic selectivity are alone sufficient to fully distinguish which verbs occur with implicit objects and which do not.

For example, with respect to semantic selectivity, Resnik (1996) showed SPS to be correlated with the rate of implicit objects across verbs.  However, there are some verbs with SPS higher than 2.00 which did not occur with implicit objects, including hang, like, pour, say, and wear.  There are also verbs with SPS lower than 2.00 which did occur with implicit objects (albeit at a rate of lower than 5%), including call and hear.
Turning to aspect, telic verbs should resist implicit objects and indeed many of them do not occur with an implicit object, including the examples of take, put, make, give, find, and bring; however, some telic verbs did occur with implicit objects, such as pack, hit, call, steal, open, and catch.  Atelic verbs should allow implicit objects, and in fact, these verbs did show the highest rates including, for example, the verbs drink, sing, eat, write, play, and read.  However, some atelic verbs did not occur with an implicit object, including wear, watch, want, pour, and like.
Finally, with regard to perfectivity, although Resnik did not code whether the uses of the verbs with and without implicit objects involved either imperfective or perfective aspect, my own judgments suggest that Perfective aspect reduces the grammaticality of an implicit object.  For example, I judge “Jack was writing” to be a grammatical sentence, but “Jack had written” seems less grammatical.  Yet, overall, I would judge that most verbs that allow an implicit object with imperfective aspect also allow one with perfective aspect.  Thus, the effects of perfectivity may be fairly subtle.  Perfective aspect may reduce the grammaticality of an implicit object, but not completely disallow it.

The above cited tendencies for semantic selectivity, telicity, and perfectivity to correspond to the occurrence or non-occurrence of an implicit object suggest that these factors do have an effect on the possibility of an implicit object.  However, the counter examples suggest that the effects cannot be reduced to inviolable rules or constraints.  Moreover, given that semantic selectivity is a continuous factor (a verb is characterized along a continuum of selectional preference strength), any formal analysis of the implicit object construction must take the nature of this factor into consideration.

The goal of the linguistic analysis presented in Chapter 2 (Linguistic Analysis) is to understand how the factors of semantic selectivity, telicity, and perfectivity can be combined to affect the grammaticality of an implicit object across verbs, and how the continuous nature of semantic selectivity may be incorporated.  Instead of inviolable rules or constraints, grammaticality will be derived from an Optimality-Theoretic-based system of rerankable and violable constraints, giving rise to gradient grammaticality.

This analysis will provide not only a better understanding of how these factors contribute to the grammaticality of an implicit object across verbs, but will also have larger implications for our understanding of the components of lexical meaning that have implications for the mapping to syntactic form.

With regard to acquisition, the implications of the analysis are that the child must first learn a lot about the semantics of the verb, both in terms of aspectual properties and the verb’s semantic selectional restrictions, before she will be able to correctly project or restrict her use of implicit objects.  It will be suggested in the next section that the transitive uses of the verb, particularly the range of noun phrases that a verb is used with, allow the child to bootstrap the semantics of the verb and that this allows her to acquire the implicit object construction.
1.2.4 Acquisition

Given that the implicit object construction, on the surface, violates an otherwise usually consistent mapping between lexical meaning and syntactic form in English, the question arises as to how the child acquires this construction.  Specifically, are children in a position to comprehend the use of implicit objects in the language input, and ultimately, can they make use of the factors of verb selectivity and aspect to identify which verbs allow implicit objects and which do not?

In fact, children do omit arguments (particularly subjects) quite frequently in their early spontaneous speech.  Children’s relatively high rates of argument omissions and the various proposals that have been offered in explanation of these high rates of omission are reviewed first in Section 1.2.4.1 (Argument Omissions in Children’s Speech).
Next, in Section 1.2.4.2 (Approaches to the Acquisition of Verb Argument Structure), theories of the acquisition of verb argument structure and syntax are reviewed, and the implications of each for how the learner approaches the specific task of learning the indefinite implicit object construction are considered.  The section on Item-Based Learning reviews the emergentist perspective which eschews innate knowledge of syntax-semantics mappings and proposes instead that learners acquire information about verb argument structure and syntax in a piecemeal fashion.  In contrast, the section on Semantic Bootstrapping considers the possibility of using universal mappings to bootstrap syntactic structure from observed lexical meaning, while the section on the section on Syntactic Bootstrapping reviews the converse proposal that children acquire verb meaning by paying attention to the syntax in which the verb is used.
Finally, in Section 1.2.4.3 (Verbs’ Selection of Nouns as a Rich Source of Information), an extension of syntactic bootstrapping is suggested whereby learners use what they have learned about verb meaning from the nouns that appear with the verbs in the transitive sentences in order to learn which verbs permit implicit objects and which do not.
1.2.4.1 Argument Omissions in Children’s Speech

It is well known that young children’s spontaneous speech production includes omission of inflectional elements as well as lexical items (L. Bloom, 1970; R. Brown, 1973; Hyams, 1986; Valian, 1991).  Various accounts have been proposed to explain children’s early omissions.  First, according to grammatical accounts, children’s early argument omissions reflect a mis-set grammar which generates null arguments as though the language were a null-argument language (Hyams, 1986, 1992; Hyams & Wexler, 1993) or an immature grammar which does not (yet) restrict null arguments from being generated (Rizzi, 1994).  In a similar vein, according to discourse-pragmatic accounts, children’s early argument omissions reflect their treatment of recoverable information as omissible, as in fact it is in many languages (Greenfield & Smith, 1976; Hughes & Allen, 2006; Skarabela & Allen, 2002).  In contrast to the previous two approaches which attribute children’s omissions as a direct consequence of their grammatical or discourse-pragmatic competence, according to performance limitation accounts children’s omissions are taken to reflect processing and memory span limitations (L. Bloom, 1970; P. Bloom, 1990; R. Brown, 1973; Valian & Aubry, 2005; Valian & Eisenberg, 1996; Valian et al., 1996; Valian et al., 2006).

In particular, subjects have been found to be more frequently omitted in children’s speech than objects, even in languages in which both subject and object omission is allowed (P. Bloom, 1990; Hyams & Wexler, 1993; Valian, 1991; Wang et al., 1992).  Each of the above types of accounts has proposed an explanation not only for the increased rate of argument omission in children’s productions, but specifically for the asymmetry between their rates of subjects versus object arguments.
Grammatical Approaches

Children’s early omission of subject arguments cross-linguistically, even in languages such as English which does not allow null subjects, was argued by Hyams (1986, 1992) to be due to the child’s mis​-setting of the pro-drop parameter.  The pro​-drop parameter within the Principles and Parameters framework defined conditions under which the omission of a subject argument in a language was permitted (Jaeggli & Safir, 1989).  More specifically, languages that allow pro-drop were argued to satisfy a requirement for Morphological Uniformity, which stated that “an inflectional paradigm P in a language L is morphologically uniform iff P has either only underived inflectional forms or only derived inflectional forms” (Jaeggli & Safir, 1989, p30).  According to this approach, in languages such as Italian, Agreement (Agr) is strong and Case-governs the empty category in the subject position of the syntactic structure thus allowing it to be identified as thematic pro (a null subject).  In contrast, in languages such as English, Agr is weak; there are some derived inflectional forms (e.g., I walk / she walks), but there are many forms that are not distinguished with regard to Agreement (e.g., I walk / you walk / they walk / we walk).  Therefore, Agr is unable to Case-govern the empty category, and null subjects are disallowed.  To account for languages such as Chinese which has no morphological agreement but yet has null subjects, Jaeggli and Safir (1989) suggested that the null subject is of a different nature; it is argued to be either a null topic (the trace of a Wh-moved null operator) or pro when there is a higher C-commanding NP which governs it.

According to Hyams (1986, 1992), children’s omissions of subject and arguments could be attributed to a mis-setting in their early grammar of the pro-drop parameter.  In Hyams’ (1986) early account of children’s subject omissions she argued that what would motivate a resetting of this parameter is positive evidence in the language that subjects are in fact required rather than simply an option, for example, the existence of expletive subjects in sentences such as “It is raining.”  However, Valian (1990) showed that English-learning children produced only about half as many null subjects as Italian-learning children (Italian is a null subject language), suggesting that the English children’s grammar is not truly like the Italian children’s grammar.  If it were, the English learning children should omit just as many subject arguments as the Italian learning children.  In a later account of children’s subject omissions, Hyams (1992) analyzed English-speaking children’s early omissions in accordance with Jaeggli and Safir’s (1989) requirement of Morphological Uniformity, with English being interpreted by young children as having underived inflectional forms and therefore allowing null topics.  Once children learn that English does have some derived inflectional forms, they would be expected to produce only overt objects, as Hyams (1992) showed.

Finally, Hyams and Wexler (1993) proposed that rather than a mis-setting of the pro-drop parameter, what English-speaking children have mis-set is a topic-drop parameter.  One major problem with this suggestion, however, is that languages that allow topic-drop, allow both null subject and null objects.  The errors in English-speaking children’s productions however are largely restricted to the use of null subjects, but not of null objects.  To address this discrepancy, Hyams and Wexler (1993) stipulated that English-speaking children restrict null arguments only to those that are scoped outside of the VP, that is, only subject arguments.  A remaining problem, however, is that there is no clear motivation for what would trigger a change in the English-speaking children’s grammar such that they no longer allow omission of topicalized subjects.

An alternative grammatical approach was suggested by Guilfoyle (1984), Guilfoyle & Noonan (1989), and Kazman (1988), who proposed that young children’s grammar consists of no more than a VP.  Without the additional Inflectional or Complementizer phrases, the subject NP in the child’s grammar cannot move beyond the [Spec,VP] position in which it is generated, therefore cannot check Case, and as an alternative to unchecked Case, the child may leave the [Spec,VP] position empty.  According to this approach, children should also lack inflectional forms at the same time that they omit subjects.  However, turning again to data from Valian (1990), no relationship between children’s use of models and the disappearance of omitted subjects was found.

Similar to the above approach is Rizzi’s (1994) Truncation account which attributes children’s omission of subject arguments to early “truncated” syntactic structures which do not include a CP level.  Replacing Chomsky’s (1986) Empty Category Principle (ECP) requiring that an empty category is both governed and chain-connected, as defined in Rizzi (1986) and shown in (34), with the idea that empty categories must be chain-connected only if they can be, as in (35), Rizzi (1994) argued that when the child’s grammar fails to project a CP level, null subjects may be licensed because they cannot be chain-connected to a governing antecedent and therefore they do not need to be.

21. i.  Formal licensing:  An empty category must be governed by an appropriate head.

ii. Identification:  An empty category must be chain-connected to an antecedent.

22. An empty category must be chain connected to an antecedent if it can be.

However, Rizzi’s (1994) approach also fails to explain why young English-speaking children omit fewer subjects than Italian-speaking children.  Moreover, Bromberg and Wexler (1995) present contradicting data from CHILDES (MacWhinney, 2000) which show young English-speaking children using null subjects in object wh​-questions, which arguably involves the projection of CP.

Each of the above grammatical approaches have attempted to account for children’s omission of subject arguments as a grammatical output of their early competence, though as discussed, these approaches are not without their problems.  With regard to children’s use of null objects, there are no grammatical accounts which directly address this because, as stated above, it is subjects and not objects which are primarily omitted in children’s very early productions.  However, this dissertation is concerned with how children come to learn to use indefinite implicit objects and to that end, a grammatical approach is proposed.  The extent to which children do use null objects in their early speech will be assessed and it will be evaluated whether their use of indefinite implicit objects appears to be restricted according to the conditions which are argued here to govern these implicit objects in the target grammar, as well as whether either of the following two explanations either contribute to or fully account for the child’s use of implicit objects.

Pragmatic Accounts

A second approach to children’s argument omissions is that children make use of pagmatic informational status as a condition on omission, reducing structure in accordance with informativeness.  That is, children express the most informative items, but allow less informative elements to be omitted.  Greenfield and Smith (1976) suggest that children operate under a pragmatic presupposition, whereby information that the child can assume need not be overtly expressed.  That the child references only her own understanding of whether the information can be presupposed is important to Greenfield and Smith’s claim, since they suggest that children may be more egocentric, taking aspects of their own perspective for granted and thereby being more likely to consider subject arguments less informative overall and therefore omissible.

Looking at a variety of pragmatic conditions under which children might omit arguments, Allen (2000) found discourse newness to be insufficient to account for the omissibility of third-person arguments in child Inuktitut However, the role of joint attention has been shown to be a relevant factor in children’s argument omissions.  In a corpus study of Inuktitut, Skarabela and Allen (2002) found that joint attention predicted the omissibility of argument referents and similarly, in an experimental study, Gürcanlı et al. (2006) found that joint attention predicted Turkish speaking children’s omission of both subjects and objects.  It must be noted, however, that in these languages, argument omission of both subjects and objects is permitted, and precisely under the conditions that were tested (that is, the omission arguments under joint attention is grammatical in these languages).  Thus, these results are not necessarily extendable to the omission of arguments by children learning non-null argument languages, such as English, though they do indicate sensitivity on the part of young children with regard to discourse-pragmatic information.

And in fact, there is some evidence that English-speaking children may consider discourse-pragmatic information to be relevant to the omissibility of an argument.  Hughes and Allen (2006) have found higher rates of overt subject realization in a two-year old monolingual English-speaking female in interaction with her mother in accordance with the presence of the following discourse-pragmatic features: third person, inanimacy, physical absence, newness, and multiplicity of possible referents in the physical context and the discourse context.  The current dissertation does not directly consider a discourse-pragmatic explanation for the acquisition and use of indefinite implicit objects, but whether the child also uses implicit objects in accordance with discourse-pragmatics is investigated.   That is, it is asked whether the child uses definite implicit objects, which are generally not grammatical in English, alongside indefinite implicit objects, and whether she makes any distinctions between grammatical or discourse-pragmatic factors as licensors of each type of implicit object.

Performance Based Accounts

An alternative to grammatical approaches to children’s early use of null arguments (specifically null subjects) is that their argument omissions reflect processing and memory span limitations.  That their grammatical competence is more developed than their speech production reveals was demonstrated by an experiment by Shipley, Smith, and Gleitman (1969) who showed that children responded better to well-formed commands than to ill-formed “telegraphic” speech similar to their own productions.

Lois Bloom’s (1970) research on the role of sentential complexity on children’s productions is the earliest performance account of children’s omissions.  Specifically, she proposed that “a cognitive limitation in handling structural complexity (1970, p165) results in reduced structure in the child’s output.  As for what gets omitted and what does not, both she and Brown (1973) target lexical items (nouns, verbs, and often adjectives) as what tends to be maintained and grammatical elements such as inflection and determiners as what tends to get omitted.  In this way, the lexical content of the message is communicated, even if all of the grammatical elements are not in place in the surface syntax.  But of course, lexical items are omitted in children’s early productions as described above, particularly subject arguments.  Even if a developmental trajectory is assumed for Lois Bloom’s (1970) and Brown’s (1973) accounts, such as that very early development is characterized by omission of both lexical items and grammatical functors, and then progresses to two-word and three-word utterances in which it is the grammatical functors that tend to be omitted, it is difficult to reconcile this account with Hyams (1992) data that it is only when children show evidence of producing derived inflectional forms that they also stop dropping subjects.

Paul Bloom (1990) offers a processing limitation explanation as to why subject arguments are omitted, and moreover, why they are omitted at higher rates than object arguments.  He suggests that processing load is relative to the number of syntactic nodes yet to be expanded.  At the beginning of a sentence, only the subject argument is expressed and the processing load is high for the upcoming syntactic nodes.  As the syntactic nodes are expanded in term, processing load is reduced.  Thus, according to this proposal, subjects are omitted because of the high processing load of the remaining VP to be expressed, and they are omitted at higher rates than object arguments because of the higher processing load associated with the beginnings of utterances.

Similarly, Valian and her colleagues have connected children’s limited processing capabilities to omissions in children’s early utterances (Valian & Aubry, 2005; Valian & Eisenberg, 1996; Valian et al., 1996; Valian et al., 2006).  However, instead of defining complexity in terms of syntactic nodes to be expanded as Bloom (P. Bloom, 1990) did, they have considered informational load.  For example, Valian, Prasada, and Scarpa (2006) asked whether children’s imitation of the elements within a sentence was facilitated when the object argument was predictable from the verb.  They found that children’s imitation was in fact facilitated by the inclusion of predictable objects, giving rise to higher rates of imitation of subjects, verbs, and direct objects in one study (and in a second study, to higher rates of imitation of the verb, but not of subjects or objects).

Thus, according to performance based accounts of children’s omission of arguments, children’s failure to produce various elements in a sentence can be attributed to the combination of the overall complexity of the sentence and children’s limited processing capabilities, not to immature or incomplete grammatical competence.  When their systems are overloaded, elements are reduced and “telegraphic” speech is observed.  Accounts such as Bloom’s (P. Bloom, 1990) offer a proposal that predicts higher rates of subject omissions than object omissions, thereby also accounting for the asymmetry of omitted arguments observed in children’s productions.

With regard to omission of object arguments, however, performance accounts have less to offer in explanation.  Given the observed asymmetry that children omit subject arguments at much higher rates than object arguments, performance accounts have not been particularly concerned with object omissions.  In the current dissertation, to the extent that the young child is found to omit object arguments in spontaneous speech, it is assessed whether her omissions occur in accordance with the factors proposed to govern implicit objects, or whether her use of implicit objects is broader and may be attributed to processing limitations.

1.2.4.2 Approaches to the Acquisition of Verb Argument Structure

The following section reviews the literature on the theoretical approaches that have been proposed regarding children’s acquisition of syntax and verb-argument structure.

Item-Based Learning

One view of language acquisition suggests that children learn both lexical meaning and syntax from the ground up.  That is, they do not come to the task of language acquisition with expectations about the internal argument structure of verbs nor how argument structure is mapped to syntax.  Rather, they form linguistic generalizations over the language input that they are exposed to.

For example, in a diary study of his young daughter, Tomasello (1992) found that between 15 and 24 months of age, half of her verbs were used in one and only one type of construction, even as others showed generalization across construction types.  In a series of experimental studies, Tomasello and colleagues found that children younger than 3 years rarely used a novel verb in a construction other than the one in which the verb was introduced (Akhtar & Tomasello, 1997; Brooks & Tomasello, 1999; Olguin & Tomasello, 1993; Tomasello et al., 1997; Tomasello & Brooks, 1998).  The researchers argued that such conservatism indicates that at this young age children do not have the abstract knowledge of syntactic structure that would allow them to generalize verbs across constructions, but rather that they learn in piecemeal fashion, learning verb-by-verb which construction each may be used in.

So how do children eventually acquire syntactic competence?  According to the emergentist perspective, it is through learners’ experience with the language input and outside world that they form linguistic generalizations (Goldberg, 1995, 1999; Tomasello, 1992, 2000, 2001).  In a review paper concerning children’s syntactic competence, Tomasello (2000) proposed a general usage-based theory based on Cognitive-Functional Linguistics by which children acquire syntactic generalizations via intentional reading, cultural learning, analogy making, and structure-mapping.  Similarly, Goldberg (2004) argued that everything from the induction of the category of Agent via social and pragmatic inferences to the eventual abstraction of sentence frames is learned by observing statistical regularities over nouns and verbs in the language input, with the end result being an emergent grammar which she calls a construction grammar (1995).

This approach has been criticized, however, for not having the mechanisms to account for the acquisition of many structural aspects of natural syntax and semantics.  Lidz and Gleitman (2004) cite a few examples, such as the possibility (but not requirement) for nonreflexive pronouns to act as bound variables across clause boundaries, or typological facts such as preposition stranding occurring only in languages with exceptional case marking constructions.  The emergentist approach has also been criticized for its oversight of the syntactic competence displayed by children in experimental studies of comprehension (these will be discussed below in the Semantic Bootstrapping section) and for the assumption that children’s conservatism with novel verbs in production reflects lack of abstract syntactic knowledge rather than simply reflecting children’s hesitancy to extend unknown verbs to syntactic frames with which their meaning may not be compatible.  (See Fisher’s (2002a) criticism of the item-based approach.)

Importantly, the criticism does not deny that children’s early use of verbs may be conservative.  However, it is important to understand that even the proposal that the child waits for positive evidence that a verb can be used in a particular syntactic structure actually requires a good deal of knowledge on the child’s part with regard to verb-argument structure and its relation to syntactic form.  If the child were to use verbs transitively until proven otherwise that they could be used with an implicit object, an instance of an implicit object in the input could only serve as positive evidence if she is able to recognize its presence in the surface intransitive.  Moreover, even once the child learns the conditions under which an implicit object is allowed in the grammar, she may not brazenly extend her use of implicit objects to all novel verbs.  Rather, she would be expected to wait until she has learned enough about them to determine whether they meet the requirements for object drop.

Semantic Bootstrapping

In contrast to the proposal that children build grammar entirely on the basis of the language input is the theory of semantic bootstrapping, which claims that children can make use of what they know about the semantic properties of words and events in combination with (near universal) syntax-semantic correspondences in order to infer the correct syntax (Grimshaw, 1981; Pinker, 1982, 1984, 1989, 1994).  In this way, learners could bootstrap syntactic knowledge based on semantics.

For example, suppose the child hears the sentence “The boy threw rocks” (Pinker, 1984).  Using a combination of the semantic properties of the words to determine their categorization - that “the boy” is a noun phrase with a determiner, that “threw” is a verb, and that “rocks” is another noun phrase - and what she can glean about the semantic relations (e.g., Agent and Patient) among them from the event witnessed, the learner can infer the correct syntactic parse of the sentence.  “The boy” is mapped to the subject of the sentence and “rocks” as the direct object (as opposed to the other way around, with “rocks” as the subject and “the boy” as the direct object).  In this way, over multiple sentences and events, the learner can come to discover that the language has SVO word order, as well as learn more detailed parameters about her language’s syntax.

Some evidence that verb semantics could be used to infer the correct syntax was presented by Gropen and colleagues.  For example, Gropen et al (1991a), proposed a linking rule which stated that “the argument that is specified as “caused to change” in the main event of a verb’s semantic representation” must be linked to the grammatical object (p. 159), where change was defined as “affectedness” either by a caused change of location (i.e., a motion) or a caused change of state.  This linking rule was tested in a series of experiments which asked children (ages 3;4 to 9;4) and adults to use nonce verbs to describe visually presented events in which items were transferred to a new location. When the event involved a change of state, subjects encoded the ground argument as the direct object; the English equivalent would be “Jack filled the glass with water.”  When the event involved a change of location, subjects placed the figure argument in the direct object position; the English equivalent would be “Jack poured water into the glass.”  The authors suggested that subjects’ pattern of producing novel verbs in accordance with the linking rule indicates that, in fact, such an interface between lexical semantics and syntactic argument structure is an integral component of universal grammar, and not merely an isolable piece of knowledge that is language-specific.  In a related study, Gropen et al. (1991b) showed that when children did make syntactic errors, they corresponded to their misunderstanding of the verbs’ semantics.

At first glance, it may seem easy to extend the semantic bootstrapping hypothesis to the acquisition of the implicit object construction.  For example, suppose the child hears the verb eat used in a sentence without an overt object, such as “Jack is eating”, and simultaneously observes an event in which Jack is eating something.  The child’s observation that there is an affected object that Jack is eating might lead her to posit the presence of an implicit object for the sentence.  (Actually, Pinker (1989) did not discuss implicit objects, simply asserting that verbs that allow implicit objects have a second argument structure that doesn’t include an object argument.)

The problem with this extension, and of course the problem with the proposal of semantic bootstrapping in general, is that it presupposes the child’s knowledge of the semantic properties of words and assumes that all and only the relevant aspects of an event are somehow immediately accessible to the learner.  Gleitman (1990) argued that Pinker’s (1984) suggestion that semantic information is obtainable simply by observing events in the world is naïve for several reasons, including that a) there are too many perceptual features that do not factor into the verb’s meaning (e.g., whether an event occurs near or far away), b) events are multiply interpretable and an event of eating may also be an event of sitting, c) events may not even be occurring when a sentence describing them is uttered, d) in some cases an event may be described by more than one verb (e.g., an event of chasing is also an occurrence of fleeing), e) some verbs describe events that are not observable (e.g., thinking).

Thus, the hypothesis of semantic bootstrapping, that children can discover the syntax of their language via the semantics of the words, may be broadly problematic and in particular, it does not solve the child’s problem with regard to null arguments.  It would predict that learners would be misled by null arguments when not accompanied by a disambiguating event in which the child is able to identify a relevant affected object.  This would be particularly fatal in the case of indefinite implicit objects which, by definition, do not have a specifically identifiable referent.  Word meanings are clearly a crucial link to syntax, but it cannot be the case that they are acquired simply by looking at the world and somehow mapping all the relevant aspects of an event to the correct word or phrase.  The next section discusses the crucial first step of children’s acquisition of word meanings, and shows that, in fact, the best cue to word meaning is actually the set of syntactic frames that the words occur in.
Syntactic Bootstrapping

According to the theory of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), learners glean information about the semantic properties of words by noting the number, type, property, and position of the arguments which co-occur with them in a sentence.  That is, in contrast to semantic bootstrapping which proposes that the learner can infer syntactic structure from observed lexical meaning, syntactic bootstrapping suggests that the learner can infer lexical meaning from observed syntactic structure.  This theory does not divorce the acquisition of meaning from the observation of a co-occurring event (if there is one), but it does claim that it is primarily the syntactic structure in which the word is used that guides the learner’s understanding of the meaning of the unknown word(s) and not the other way around.

The plausibility of such an approach was supported by a study by Lederer et al. (1995) who demonstrated that maternal speech to English learning one- to two-year-olds does include rich syntactic information about common verbs, whereby verbs show distinctive distributions of subcategorization frames in accordance with their semantic properties.  The richness of the input has also been shown for languages such as Mandarin Chinese, in which arguments are frequently omitted in the surface syntactic structure:  Lee & Naigles (2005) showed that the input to young children does, in fact, manifest syntactic-semantic correspondences across multiple syntactic frames.

Quite a lot of evidence has been brought to bear on the hypothesis that children can bootstrap lexical meaning based on the syntactic structures in which the words occur (Fernandes et al., 2006; Fisher, 1994, 1996, 2002b; Fisher et al., 1994; Fisher et al., 2006; Gleitman et al., 2005; Landau & Stecker, 1990; Lidz et al., 2003; Naigles, 1990, 1996, 2002; Naigles & Bavin, 2001; Naigles et al., 2002; Naigles et al., 2005; Naigles & Kako, 1993; Naigles & Lehrer, 2002).  For example, Landau and Stecker (1990) showed that young children interpreted a novel word as an argument-taking predicate if it occurred in a sentence with noun phrase arguments, e.g., This is acorp the table (to mean, (The cup) is on the table).  With regard to learning the rudimentary meaning of a verb, Naigles (1990) showed that children interpreted a novel verb used in a transitive sentence (X is gorping Y) as referring to a causative event, and interpreted a verb used in an intransitive sentence (X and Y are gorping)  as referring to a continuous action.  Relatedly, Fisher et al. (1994) found that children were able to overcome a conceptual bias to interpret situations as involving a causal agent and instead used the syntax in which novel verbs were used to distinguish multiply interpretable events, such as giving from getting, and chasing from fleeing.

One potential concern for syntactic bootstrapping would be that it commits a similar error of assumption as that made by semantic bootstrapping.  The problem that was identified for semantic bootstrapping was that it wrongly assumed that lexical information is accessible to the child via nongrammatical means.  The problem for syntactic bootstrapping would be that too much syntactic knowledge would be assumed.  However, Fisher (2002b) has carefully shown that syntactic bootstrapping is possible even with partial and rudimentary syntactic information, such as simply noting the number of noun phrases used in a sentence.  She showed that children as young as 28 months were more likely to interpret a transitive sentence with two noun phrases (She’s pilking her over there) as referring to the actions of a casual agent than an intransitive sentence with one noun phrase (She’s pilking over there).  Note that because the participants were referred to with ambiguous pronouns, children’s interpretations had to be guided by the difference in the number of noun phrases that occurred in the sentence, rather than referential information combined with syntactic information such as being the subject or the object of the sentence.
Further evidence that learners make inferences simply based on the number of noun phrases was demonstrated by Lidz et al. (2003).  They suggested that the universal tendency for noun phrase number to line up with argument number could be used by the child to infer lexical meaning, even before a language specific cue to verb meaning may be used.  In the case of Kannada, a Dravidian language spoken in southwestern India, a morphological marker may be used to indicate causative meaning.  However, Lidz et al. (2003) found that 3-year-old children learning Kannada were more likely to interpret a verb as referring to a causative event when it was used in a transitive sentence frame than they were to make this interpretation when the sentence included a marker of causativity.  Given that the marker of causativity was a more consistent cue in Kannada to causativity than transitivity was, the authors concluded that the children’s reliance on noun phrase number indicated that the correspondence between the number of overt noun phrases and verb-argument structure is, in fact, a universal property that learners can make use of in bootstrapping the meaning of unknown verbs.

Given this bias to interpret the meaning of a verb in accordance with the number of overt noun phrases, mismatches between argument number and noun phrase number potentially pose a serious problem for the learner.  According to syntactic bootstrapping, when a learner hears an unknown verb in an intransitive sentence, she would tend to infer that the argument structure of the verb contained a single argument.  In the case of an implicit object, the learner would then have been misled.  However, Lidz and Gleitman (2004) have suggested that omitted noun phrases should not pose a problem to the child once she learns the conditions that govern their distribution.  The following section considers how children could make use of one of the factors discussed in the previous section, Semantic Selectivity.
1.2.4.3 Verbs’ Selection of Nouns as a Rich Source of Information

The solution that is pursued in this dissertation addresses one of the main components of the original proposal of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), which is that argument structure is learned across the multiple syntactic frames in which a verb is used, not in a single sentence in isolation
.  With regard to identifying the presence of an implicit object, if the learner pays attention to the occurrence of a verb in multiple sentence frames, including transitive sentences with an overt object, then she will find evidence for an internal argument that she may be able to recover in the case of a surface intransitive sentence.  That is, the occurrence of an overt object in a transitive frames tells the learner that the verb indeed includes an internal argument.

In addition, the range of objects a verb occurs with provides the learner with a rich source of information about its meaning which she could then use to recover the meaning of an implicit object.  For example, suppose the child hears a novel verb, blick, used in transitive sentences with the first noun tending to be a proper name or animal and the second noun phrase usually being some kind of food.  If the child is keeping track of the nouns that are being used with the verb, she might begin to narrow down the meaning of blick as involving an agentive actor and having something to do with food.  Given what she knows about food and what people do with it, she could begin to hypothesize possible meanings of blick:  making, cooking, chopping, eating?  Thus, just from hearing the range of nouns a verb is used with, the child can start to narrow down the meaning of the verb.

In fact, Gillette et al. (1998) have shown that adults can use the nouns to narrow down the meaning of an unknown verb.  They presented adults with videotaped play sessions between mothers and children and, in various conditions in which the verb and possibly more of the sentence was beeped out, asked subjects to identify the verb that was used.  They found increasingly better performance over the following six conditions:  (1) subjects were shown the videotaped scenes without any sound and for longer increments than the actual utterance, (2) subjects were provided with the particular nouns that were used with the verb but without any visual scene, (3) subjects were provided with both the visual scene and the particular nouns, (4) subjects were provided with the sentence structure but with nonsense nouns and verbs in the places of the real ones, and no visual scene, (5) subjects were provided with the particular nouns in the order in which they were used in the sentence along with closed class words and morphemes but no visual scene, and finally (6) subjects were provided with both the visual scene and the actual sentences with only the verb replaced with a nonsense word.

These results indicate that syntactic bootstrapping using sentence-frame information is useful, but also that single syntactic frames alone cannot distinguish among individual verbs.  Gillette and colleagues give the example that there is no “hot syntax” which alerts the learner that the meaning of an unknown verb is burn, nor “cold syntax” to cue the learner that the meaning of an unknown verb is freeze.  What is ultimately useful for determining the specific meaning of a verb beyond its verb class are things like the syntactic privileges of that verb (e.g., whether it allows a sentential complement or not) and the particular nouns that a verb is used with.

In addition to using the nouns to learn the meaning of the verb, children might also be learning something relevant with regard to whether the verb allows an implicit object or not.  If the child is computing something akin to Resnik’s (1996) Selectional Preference Strength (SPS), she could also be learning something about the relative predictability of the argument classes for a given verb.  In the example above of the verb blick which occurs with foods, she might observe that its selection is relatively narrow compared to another verb (e.g., a verb gorp that occurs with a wider range of argument classes, such as toys, clothes, animals, etc.).  Being able to quantify a verb’s relative selectivity may be helpful for the child in assessing the extent to which a verb’s objects are recoverable and therefore may potentially be implicit.

The idea that children make use of the nouns that they hear used with a verb as a cue to its meaning is made plausible by findings that children’s noun vocabularies develop early, quickly, and generally before a large number of verbs are acquired (Bates et al., 1995; L. Bloom, 1981; R. Brown, 1973; Gentner, 1978, 1981; Goldin-Meadow et al., 1976; Nelson et al., 1993).  Even in languages which allow a high rate of argument omission and thus include verbs more consistently in the input to the child than nouns, children are shown to learn nouns alongside their acquisition of verbs (Choi & Gopnik, 1995; Gelman & Tardif, 1998; Gopnik & Choi, 1995; Tardif, 1996).

Moreover, children’s developing semantic organization of objects has been shown to be taxonomic in nature, making the computation of something akin to Resnik’s (1996) measure of selectional preferences something children might reasonably be expected to be able to do, to at least some degree.  For example, Waxman and Markow (2005) demonstrated that when 12-month-olds were presented with novel nouns, they formed object categories particularly at the superordinate level.  Children as young as 16 months were shown by Bauer and Mandler (1989) to respond taxonomically to a forced-choice object-triad task.  And Mandler and McDonough (2000) have found that by 19 months children showed basic-level conceptual distinctions for household artifacts and vehicles, and by 24 months children showed basic-level conceptual distinctions for household artifacts, vehicles, and animals.  Thus, children have been shown to be forming categories over the objects they encounter, and that in fact, nouns may encourage them to form these categories.

However, it may not be the case that children’s semantic taxonomies are organized in exactly the same way as adults’ are, or that children’s conceptual categories are as fully developed as adults’.  For one thing, children have been shown to learn basic level words such as dog and horse easily, but to have trouble with superordinate or subordinate words such as animal or beagle (Anglin, 1977; Mervis & Rosch, 1981; Horton & Markman, 1980).  Moreover, McDonough (2002) has shown 2-yr-olds’ overextensions of basic-level terms in both production and comprehension (e.g., labeling a rocket an “airplane” or pointing to a rocket when asked to indicate an airplane), and she concluded that children’s overextensions are due to them not yet having clearly differentiated basic-level concepts from related conceptual categories.

Imai et al. (1994) and Imai (1995) found that when given novel nouns three-year-old children paid more attention to perceptual shape similarity than taxonomic or categorical similarities shifting towards more taxonomic responses by 5 years.  However, the researchers suggested that an early shape bias did not necessarily reflect a difference in the way younger children’s approach the acquisition of word meanings, but rather their lack of familiarity with a category and its conceptual domain.  

Finally, while the adult semantic taxonomy may contain the information that a pig is also an animal, children may reject these dual labels (and thus taxonomy assignment) for the same object (Macnamara, 1982).

Thus it appears that children are forming categories over the nouns and objects they encounter, and that their semantic knowledge may exhibit at least some basic level taxonomic structure.  However, at early ages they are also shown not to exhibit the rich semantic structure that characterizes adults’ semantic knowledge.

This dissertation begins to explore the possibility that children could use what they are learning about verb meaning from the range of sentence frames they occur in, and in particular the range of objects that they are used with, to identify, recover, and correctly produce indefinite implicit objects.
1.3 Summary and Direction

In summary, the problem that this dissertation is concerned with is the child’s acquisition of verb-argument structure and verb syntax, focusing in particular on the potential problems posed by implicit arguments.  According to the theory of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), learners use the surface syntactic structure of a sentence to glean information about a verb’s meaning.  Yet, implicit arguments, which are not audible in the surface syntax, are potentially problematic for the learner who may not be able to identify their presence.  However, Lidz and Gleitman (2004) have suggested that the learner will not be misled by implicit arguments once they learn what governs their use within a language, and the original proposal of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985) emphasizes that information about a verb’s meaning is available over the multiple sentence frames in which the verb occurs.

This dissertation explores the relative role of verb semantic preferences and aspectual properties in the grammaticality of an indefinite implicit object in English in the target grammar and the learner’s acquisition of this grammar.  Three main questions are posed.  What is the nature of the indefinite implicit object construction in the adult target grammar?  Second, what information could adults and children alike use to identify and interpret an implicit object in a surface intransitive sentence?  And third, given that indefinite implicit objects are not grammatical with all verbs in English, how could children learn to correctly restrict their use of indefinite implicit objects across verbs in their own speech?

Chapter 2 (Linguistic Analysis) addresses the first and the third questions, how could children recover the correct argument structure in the face of implicit objects in the surface form and how could they learn to use implicit objects correctly in their own speech?  The chapter begins with an analysis of the indefinite implicit object construction in English in the adult grammar.  The analysis proposed in this chapter derives the gradient grammaticality of the indefinite implicit object across verbs as a function of the combination of the factors of semantic selectivity, telicity, and perfectivity.  In light of this analysis, implications and predictions for the learner’s initial grammar are discussed.  With regard to the question of how children acquire the full argument structure of a verb in the context of implicit objects, it is considered that the learner’s grammar initially may allow indefinite implicit objects across all verbs.  Adjustment of their grammar such that they come to use implicit objects correctly in their own productions is suggested to be motivated by the use of overt indefinite implicit objects in the language input and/or by a strategy of frequency matching, until the only implicit indefinite objects that their grammar generates corresponds to those which also occur in input. 
Given the crucial role of Semantic Selectivity in the grammaticality of an indefinite implicit object in the adult grammar, Chapter 3 (Verb Semantic Preferences) and Chapter 4 (Implicit Objects in Spontaneous Speech) investigate children’s knowledge of verb semantic preferences and its correspondence to the use of implicit objects in spontaneous speech.
The results of Chapter 3 (Verb Semantic Preferences) speak to the second question of how children (and adults) could identify and interpret an implicit object in a surface intransitive sentence and whether they are in a position to restrict their use of implicit objects in accordance with semantic selectivity.  The semantic selectivity of children’s and mothers’ verbs are compared to each other over two age periods (2;6 to 3;0 and 3;6 to 4;0).

Finally, the results of Chapter 4 (Implicit Objects in Spontaneous Speech) offer insight into the first question of how children could learn the argument structure of verbs that occur with implicit objects and the third question of how they might eventually restrict their use of implicit arguments.  Looking at the spontaneous speech of one child and her mother, it is asked whether their use of implicit objects corresponded to semantic selectivity and telicity (perfectivity was not analyzed in this study), consistent with the grammar proposed in Chapter 2 (Linguistic Analysis).  Moreover, it is asked whether the child-directed input indeed contains sufficient examples of indefinite overt and implicit objects across verbs for the child to adjust her own grammar accordingly.

Chapter 5 (General Discussion) then presents a summary of the findings and offers general discussion regarding children’s acquisition of implicit arguments.
Chapter 2.  Linguistic Analysis

2.1 Introduction

This chapter presents a linguistic analysis of the grammaticality in the adult English grammar of an indefinite implicit object across verbs, and considers implications for the initial state grammar, how the learner acquires the target grammar, and the learner’s early acquisition of verb-argument structure and her production and comprehension of implicit objects.

Specifically, the analysis of the grammaticality of an indefinite implicit object across verbs in the adult English grammar must account for both the grammaticality of an implicit object with certain verbs, such as (36), and the ungrammaticality (37), or in some cases intermediate grammaticality (38), of an implicit object with other verbs.  That is, the analysis derives the difference in grammaticality, and often gradient grammaticality, of an implicit object across verbs which is attested in a judgment task discussed in Section 2.3 (Grammaticality Judgment Study).

23. Jack ate.

24. * Jack found.

25. ? Jack caught.

As described in detail in Chapter 1 (Introduction), the factors which have been proposed to affect the grammaticality of an implicit object in English include semantic selectivity (the relative semantic narrowness of the verb’s selection of its internal argument) (Resnik, 1996), telicity (an aspectual property of the verb) (Olsen & Resnik, 1997; Tenny, 1988, 1994) and perfectivity (an aspectual property of the clause).  However, while each of these factors has been shown to be implicated in the grammaticality of an implicit object, none alone is sufficient to distinguish which verbs allow implicit objects and which do not.  This chapter asks how the combination of these factors contributes to the overall relative grammaticality of an implicit object across verbs and how the grammar must be structured in order for each of these factors to exert their combined effects.

The solution pursued here is an Optimality Theoretic approach (Prince & Smolensky, 1993, 2004) in which an implicit object output is evaluated against a set of conflicting constraints.  Crucially, the order in which these constraints are ranked is probabilistic; the constraint which penalizes the presence of the object is only probabilistically (not absolutely) ranked above constraints which require the overt expression of the object.

Specifically, the constraint which requires the omission of the object is reranked with respect to the other constraints in accordance with semantic selectivity, operationalized as Resnik’s (1996) Selectional Preference Strength (SPS); the higher the SPS of the particular verb in the input, the more likely the constraint requiring an implicit object is to be ranked higher than the other constraints which require an overt object.  These constraints require an overt object in accordance with telicity, perfectivity, and general faithfulness to the lexical argument structure of the verb.

A probabilistic ranking of constraints gives rise to two important consequences.  First, the flexibility in the ranking of constraints means that all inputs to the grammar may result in either an implicit object or an overt object, depending on the particular ranking.  This is taken to reflect the optionality (rather than requirement) for an implicit object across verbs.  Second, the extent to which an implicit object sentence is returned as grammatical by the grammar across the set of all possible rankings will necessarily vary across verbs, in accordance with telicity, perfectivity, and of course, the verb’s semantic selectivity.  This is taken to directly reflect the relative gradient grammaticality of an implicit object across verbs.

The learner’s acquisition of the mature grammar will depend on a probabilistic reranking of constraints motivated by discrepancies between what the learner hears in the language input and what her grammar produces.  One particular initial ranking of constraints will be proposed which both allows the learner to successfully comprehend implicit objects in the language input and to make the sort of errors which contrast with the language input thereby motivating a reranking of constraints in the initial state grammar.

This chapter begins by presenting the linguistic analysis of the grammaticality of an indefinite implicit object in the adult English grammar (Section 2.2 Linguistic Analysis).  Next, the role of the factors of semantic selectivity, telicity, and perfectivity in the gradient grammaticality of an implicit object are empirically tested in a grammaticality judgment study (Section 2.3 Grammaticality Judgment Study).  A multiple regression analysis is used to assess the partial contribution of each of the three factors on the grammaticality of an implicit object.  Using the grammaticality judgment data, the probabilistic rankings of constraints in the adult English grammar are then estimated (Section 2.4 Finding the Constraint Ranking Probabilities for English), and it is shown that the proposed analysis can indeed capture the range of variation in the grammaticality of an implicit object across verbs.  Finally, Section 2.5 (Acquisition) discusses the initial state grammar, acquisition of the mature grammar and predictions for the learner’s early production and comprehension of implicit objects.  A general discussion in presented in Section 2.6 (General Discussion).
2.2 Linguistic Analysis

The goal of this section is to provide a linguistic analysis of the grammaticality of an indefinite implicit object across verbs in the adult English grammar.  It is formulated within the framework of Optimality Theory (OT) (Prince & Smolensky, 1993, 2004) for the following reasons.

First, the three factors of semantic selectivity, telicity, and perfectivity are proposed to exert a simultaneous effect on the grammaticality of an implicit object, but yet they may not all carry the same weight.  The formal system of ranking constraints within OT provides a natural way of handling this; each of the effects of the factors may be captured by one or more constraints and the extent to which each factor exerts its effect may be controlled by the location of the constraint within the hierarchy.  Specifically, variation in the ordering of constraints across multiple optimizations (following the floating constraint analyses of Reynolds (1994), Nagy and Reynolds (1997), Anttila (1997), Legendre et al. (2002)) will be shown to allow each of the constraints to exert varying degree of influence
.

Second, one of the facts that a linguistic analysis of the implicit object construction must account for is not only the grammaticality of an implicit object with a verb such as eat (see 36 above) and the ungrammaticality of an implicit object with a verb such as find (see 37 above), but also the reduced grammaticality (but not complete ungrammaticality) that informants report when asked about the grammaticality of an implicit object with verbs such as catch (see 38 above).  In other words, the analysis must account for the gradient grammaticality of an implicit object across verbs.  As discussed in Section 2.1 (Introduction) above, a useful consequence of the OT system of floating constraints (rather than a fixed hierarchy) is that certain rankings will give rise to the implicit object output while other rankings will result in the overt object output.  The approach taken by the floating constraint analyses cited above is to consider the proportion of rankings that give rise to a particular output candidate to reflect the relative expected frequency of that output.  Similarly, others have proposed that the gradient grammaticality of a particular output candidate structure is related the relative number of rankings that return it (Boersma, 2004; Boersma & Hayes, 2001; Keller, 1998; Sorace & Keller, 2005).  Thus, an OT system of floating constraints provides a natural mechanism for accounting for gradient grammaticality that has proven successful in many previous analyses.

The linguistic analysis is presented in detail in the following sections.  First, the content of the input to the grammar (Section 2.2.1 Content of the Input) and the structure of the output candidates (Section 2.2.2 Structure of the Output Candidates), are discussed.  The constraints are then introduced in Section 2.2.3 (Constraints).  Section 2.2.4 (Constraint Ranking and Gradient Grammaticality) discusses the problems for an analysis of the implicit object construction that result if the constraints are ranked in a fixed hierarchy, as in standard OT.  A floating constraint analysis in which constraints are allow to rerank with one another over multiple optimizations offers a solution to these problems; Section 2.2.5 (Probabilistic Ranking of Constraints) presents the particular functions which are proposed to define the probability with which the constraints rerank with one another.  Finally, a typology of implicit objects based on the current linguistic analysis is presented in Section 2.2.6 (Predicted Typology).
2.2.1 Content of the Input

First, it must be clarified what the input is to the grammar which may give rise to an implicit object for a particular verb.  That is, what are the semantic and lexical components which are to be mapped to a syntactic form (either a sentence with an implicit or an overt object)?

A syntactic OT input is typically assumed to minimally contain predicate-argument structure, functional features, and lexical items (Grimshaw, 1997; Legendre et al., 2002; Legendre et al., 1998).  The input enumeration thus includes the elements typically treated as the universal components of meaning, while the locus of within-language and cross-linguistic surface syntactic variation occurs in the evaluation of the possible output manifestations for a given input.

The input to the grammar assumed in the current analysis of the implicit object construction is given in (39), using the verb eat as an example since it is a classic example of a verb that permits an indefinite implicit object.

26. eat (x,y), x = Jack, y = unspecified, SPS=3.51, [+ Past], [0 Telic], [+ Perfective]

First, it contains the complete predicate-argument structure of the verb.  In the case of eat, there are two essential arguments, the eater and what is eaten.  It is impossible to exclude one of these arguments from the argument-structure of eat without changing the meaning so fundamentally that it no longer means eat.  One of the arguments, x, is lexically specified as “Jack”, while the other argument, y, is left indefinite and unspecified (indicated here as “unspecified”).  In other words, there is something that Jack has eaten, but it is not made definite (e.g., “that” food) or specific (e.g., “a sandwich”).

Second, the SPS of the verb is indicated as 3.51; this is the SPS value obtained by Resnik (1996) for eat over the Brown Corpus of American English (Francis & Kučera, 1982).  The inclusion of the SPS value in the input is intended to reflect the speaker’s knowledge about the verb eat and the strength of its selectional preferences for its arguments, that is, its semantic selectivity.  Thus, the input includes the verb, its argument structure, lexical specification of those arguments, and the preferences that the verb carries more generally for its argument classes.

Finally, tense and aspectual properties are also included in the input.  For consistency, [+ Past] tense will always be assumed; the analysis would be the same for present or future tense
.  The aspectual properties of Telicity and Perfectivity, however, will vary across inputs.

Telicity was assessed for each input according to the diagnostic tests in Appendix A.  The tests were carried out using the verb in the input in a sentence with an implicit object, or if the sentence sounded too ungrammatical to judge its interpretation in this way, an overt object was used.  However, a potential problem for the assessment of telicity is that it is a property, not only of the verb, but of the entire predicate including the arguments of the verb and any adjuncts (Dowty, 1979).  This means that the addition of certain overt objects (e.g., count nouns) may actually result in a telic interpretation, while others (e.g., mass nouns) might allow an atelic interpretation, depending on whether or not they specify an endpoint.  In fact, Mittwoch (1982) analyzes the difference between the sentences “Jack ate” and “Jack ate something” as one of telicity; the former is an atelic activity while the latter is a telic accomplishment.  Olsen and Resnik (1997) similarly assess sentences with indefinite implicit objects as atelic.  A potential problem arises:  how can these tests determine the underlying telicity of the input if the particular object selected for the overt expression of the object argument gives rise to different results?

The approach taken here is based on Olsen’s (1997) analysis of telicity as a privative feature.  That is, telicity is semantic and no additional constituents can cancel the denotation of an event with an inherent end or goal, while atelicity is a cancelable conversational implicature that allows either the interpretation of having or not having an inherent end.  Olsen notates this with a positive feature to indicate telicity [+ Telic], but instead of a negative feature indicating atelicity [- Telic], she indicates the absence of telic denotation as [0 Telic].  What this suggests is that if the predicate specified in the input is telic, then the only interpretation possible will be that of an inherent endpoint.  If the input is atelic, both interpretations may be possible depending on the particular overt object that is used (if any).  Crucially, while an atelic predicate may take on a telic interpretation given the addition of a bounded object, a telic predicate can not be made to have an Atelic interpretation.
Using the above reasoning, inputs were tested for Telicity using the diagnostics in Appendix A as follows.  Predicates were considered to be [+ Telic] if at least two of the three tests
 returned a telic result no matter what object was used - an implicit object or an overt object such as “something”, “some things”, “some stuff”, etc.  In contrast, if it was possible to find a phrase (either using an implicit object or one of the overt objects) that returned an atelic result, the input was considered to be atelic [0 Telic].  The rationale is that if both telic and atelic interpretations are possible, then the underlying aspect is atelic, but the addition of certain objects may give rise to a telic interpretation.
Unlike the inherent semantic property of telicity which must be assessed for each input individually on the basis of semantic diagnostic tests, perfectivity is expressed in English using morphology.  Following Olsen (1997), an input specified for perfective aspect [+ Perfective] would be realized in the surface syntactic structure with perfect morphology, a form of have plus the suffix ed, and an input specified for imperfective aspect [+ Imperfective] would be realized with progressive morphology, a form of be plus the suffix -ing.
2.2.2 Structure of the Output Candidates
For an input, such as in (39) above, there are two (and only two) competing candidate output forms:  the verb used in a sentence with an implicit object (40), and the verb used in a sentence with an overt object (41).

27. Mike had eaten.

28. Mike had eaten something / some stuff / etc.

The candidate structure in (40) is assumed to include an indefinite implicit object.  However, no assumptions are being made here as to the presence or absence of a null element such as pro in the syntax.  Unlike other null elements which may be detected via blocked movement or some other syntactic process, there is no way to determine for the implicit object construction whether some sort of null element is included or not.  Furthermore, whichever structural representation is correct (presence or absence of a null element in the syntax), it is expected to be consistently one or the other and thus does not affect the analysis in terms of the relevant constraints, their ranking probabilities, or the evaluation of the candidate output set.

The candidate output structure in (41) is intended to represent the option of making an unspecified indefinite argument overt (without necessarily making it definite or specific).  Certainly the sentence in (41) can be used with an overt object to have a definite and/or specific interpretation, but this interpretation is assumed to be due to the existence of another mapping from a different (definite and/or specific) input.

A third possible candidate would be a sentence that includes a specific overt object, such as “lunch” in (42 below).  This candidate is excluded from the current analysis, however, because it does not faithfully represent the nonspecific argument that is included in the input.  One might imagine that this candidate is actually included in the OT candidate set, but that it is always ruled out by a fixed high ranking faithfulness constraint requiring that output candidates do not contain more information than was included in the input.

29. Mike had eaten lunch.

2.2.3 Constraints

The analysis involves the following four constraints.

30. * Internal Argument Structure (* Int Arg)

The output must not contain an overt internal argument (direct object).

31. Faithfulness to Argument Structure (Faith Arg)

All arguments present in the input must be present in the output.

32. Telic Endpoint (Telic End)
The endpoint of a [+ Telic] event must be bounded by the presence of an overt argument in the output.
33. Perfective Coda (Perf Coda)
The coda of a perfective event [+ Perfective] must be identified by the presence of an overt argument in the output.

These four constraints are explained below and shown in the two examples in Tableau 1 and Tableau 2.  Tableau 1 shows an input with the telic verb catch used with perfective aspect; each of the four proposed constraints are violated by one or the other of the two output candidates A and B.  In contrast, Tableau 2 shows an input with the atelic verb eat used with imperfective aspect; only * Int Arg and Faith Arg are violated by the output candidates.  The dotted lines between the constraints indicate that no constraint ranking has been determined; their order in both Tableau 1 and Tableau 2 corresponds to the order in which they are discussed below.

Tableau 1.   Constraint violation profile for an input that is [+ Telic], and [+ Perfective].

	Input:

catch (x,y), x = Jack, y = unspecified, SPS=2.47, [+ Past], [+ Telic], [+ Perfective]
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	
	A.  Jack had caught.
	
	(
	(
	(

	
	B.  Jack had caught something.
	(
	
	
	


Tableau 2.   Constraint violation profile for an input that is [0 Telic] and [+ Perfective].

	Input:

eat (Jack, unspec), SPS=3.51,

[0 Telic], [+ Imperfective]
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	
	A.  Jack was eating.
	
	(
	
	

	
	B.  Jack was eating something.
	(
	
	
	


The first constraint, * Internal Argument Structure (* Int Arg) (43) is an economy of structure constraint which requires that the output not contain an overt internal argument.  The class of * Structure constraints to which * Int Arg belongs, consists of markedness constraints which penalize structure in the output; specifically, * Int Arg penalizes the presence of the overt direct object in the output form.  (See Buchwald et al. (2002) for similar economy constraints that penalize the appearance of overt arguments.)

In both Tableau 1 and Tableau 2, * Int Arg is satisfied by the implicit object output (Candidate A), but violated by the overt object output (Candidate B).  In fact, * Int Arg is the only constraint proposed here that is violated by an overt object in the output structure.  All of the other constraints proposed here are violated when the object is omitted from the surface syntactic structure.

The second constraint, Faithfulness to Argument Structure (Faith Arg) (44), requires that all arguments present in the input be realized in the output by an overt argument.  Faithfulness constraints are unique to Optimality Theory and have been shown to play an important role in syntax (Baković & Keer, 2001; Legendre et al., 1998).  The class of Faithfulness constraints to which Faith Arg belongs are input-output faithfulness constraints that require specified elements in the input to be realized in the output.  In both Tableau 1 and Tableau 2, Faith Arg is violated by the implicit object output (Candidate B) and satisfied by the implicit object output (Candidate A).


The third constraint, Telic End (45), states that the endpoint of a [+ Telic] event must be bounded by the presence of an overt argument in the output.  The motivation for this constraint is found in Tenny’s (1988, 1994) proposal that the direct object serves to delimit a telic event.  Additional support for the formulation of a constraint requiring an overt object in the output is found in languages such as Dutch in which telic verbs require an argument in direct object position (van Hout, 1996).


In the example in Tableau 1, the input is [+ Telic].  Telic End is violated by the implicit object output (Candidate A) and satisfied by the overt object output (Candidate B).  In contrast, the input in Tableau 2 is [0 Telic] and so Telic End is vacuously satisfied by both the implicit object output (Candidate A) and the overt object output (Candidate B).  Telic End only requires an overt object in the output structure if the input is [+ Telic]; for a [0 Telic] input, Telic End makes no demands on the output structure.

Finally, the fourth constraint, Perf Coda (46), is very similar to Telic End in both its motivation and its effect on the output.  Perf Coda requires that the coda of a perfective event be identified by the presence of an overt argument in the output.  The motivation for Perf Coda is based on similar logic to that for Telic End, that the endpoint of the event which is targeted by the aspectual property be overtly specified in the output structure.  Thus, similar to Telic End, Perf Coda requires the endpoint of the event to be expressed.  It is important to note, however, that these are separate and independent constraints which target similar, but not identical properties.  While telicity denotes whether a situation has an inherent end, perfective aspect indicates the viewer’s perspective on a telic or atelic event as being at the point of completion (in the case of a telic event the endpoint is inherent, and in the case of an atelic event the endpoint is simply the point at which the event stopped occurring).


In the example in Tableau 1, the input is [+ Perfective].  Perf Coda is violated by the implicit object output (Candidate A) and satisfied by the overt object output (Candidate B).  In contrast, the input in Tableau 2 is [+ Imperfective] and so Perf Coda is vacuously satisfied by both the implicit object output (Candidate A) and the overt object output (Candidate B).  Just as Telic End requires an overt object in the output structure only if the input is [+ Telic], Perf Coda requires an overt object in the output structure only if the input is [+ Perfective].  If the input is [+ Imperfective], Perf Coda makes no demands on the output structure.


Taking a look at what each of the four proposed constraints contributes, Faith Arg appears to duplicate the effects of Telic End and Perf Coda in Tableau 1.  However, it is shown in Tableau 2 to be necessary to ensure that an implicit object is not mandatory.  Since Telic End and Perf Coda would be vacuously satisfied, Faith Arg ensures that the overt object output (Candidate B) isn’t harmonically bounded by the implicit object output (Candidate A); i.e., that the overt object output satisfies all but one of the same constraints as the implicit object output, thus causing the overt object output to lose to the implicit object output under all possible rankings.

One factor, however, remains to be incorporated into the analysis - the semantic selectivity of the verb, operationalized here as Resnik’s (1996) Selectional Preference Strength (SPS).  The most obvious way to incorporate this factor into the analysis would be to formulate another constraint, perhaps * Overt Recoverable Object which would penalize overt objects for verbs of high SPS (whose objects are arguably more recoverable) or * Nonrecoverable Implicit Object which would penalize implicit objects for verbs of low SPS (whose objects are less recoverable).

The primary reason not to create such constraints is that SPS is a continuous variable.  In order for a constraint which refers to SPS to be violated or satisfied, it would have to be determined what particular SPS values would suffice.  For example, imagine a constraint which is violated by the implicit object output for a low SPS verb.  How should “low” be operationalized?  A value of ( SPS 2.00 would surely be low enough, but it would leave verbs of higher SPS, such as pull (SPS = 2.77) vulnerable to ungrammatical object omission.  A value of ( SPS 3.00 would rule out implicit objects for a larger set of verbs, but in so doing, it would also make implicit objects ungrammatical for certain verbs that clearly allow them such as play (SPS = 2.51) and write (SPS = 2.54).

That is, as discussed in Section 1.2.3 (Remaining Issues) of Chapter 1 (Introduction), while implicit objects tend to be more acceptable with high SPS verbs, high SPS is not a sufficient condition for the use of an implicit object.  Resnik (1996) showed SPS to be correlated with the rate of implicit objects across verbs, but reported that there were some verbs with SPS higher than 2.00 which did not occur with implicit objects, including hang, like, pour, say, and wear, and also verbs with SPS lower than 2.00 which did occur with a low rate of implicit objects, including call and hear.  This demonstrates that it is not actually even possible to set an SPS value high enough to generate the ungrammaticality of an implicit object with these verbs without also sweeping up some verbs that do allow implicit objects.

In fact, this problem is mirrored for telicity and perfectivity.  While many telic verbs do resist implicit objects, such as take and find, others such as pack and catch do occur with implicit objects.  Nor does perfectivity necessarily force an implicit object; it may simply be that an implicit object is better with imperfective aspect (e.g., “Jack was writing”) than it is with perfective (e.g., “Jack had written”).
Of course, it is not uncommon to formulate a constraint in OT which alone would over- or under-generate a particular output structure.  Constraints in OT are violable, with the highest ranked constraints determining which candidate is returned as optimal, and lower ranked constraints only coming into play according to the order in which they are ranked.  The lower ranked constraints only have an effect either when the higher ranked constraint(s) are vacuously satisfied or when competing candidates all violate the higher ranked constraint(s) and so they are distinguished by whether or not they violate one or more lower ranked constraints.

However, as will be shown in the next section, the problem for the implicit object construction is that none of the four proposed constraints (nor an additional constraint which refers to SPS) can be the highest ranked constraint without over- or under-generating the implicit object construction across verbs.  The solution will be to eschew a fixed ranking of constraints in favor of a flexible ranking.  This will allow each of the constraints to exert an effect on the grammaticality of an implicit object for a particular verb.  Moreover, it naturally provides for the computation of gradient grammaticality, which is not a feature of standard OT.  Following a discussion of the motivation for flexible ranking of constraints, SPS will then be incorporated into the analysis such that the ranking of * Int Arg relative to the constraints will be determined in accordance with the SPS of the particular verb in the input.
2.2.4 Constraint Ranking and Gradient Grammaticality

In standard OT (Prince & Smolensky, 1993/2004), candidate outputs are evaluated against a set of well-formedness constraints such that satisfaction of one constraint takes precedence over another constraint in accordance with a strict dominance hierarchy.  In the event that two candidates equally satisfy higher ranked constraints, then the optimal candidate may be determined either by incurring one fewer violation of the particular constraint which they both violate or if they incur the same number of violation of this constraint, then the optimal candidate is the one which satisfies the next lower ranked constraint that the rival candidate violates.
However, there are two major problems with a fixed ranking hierarchy for the current analysis of the implicit object construction.  The first problem is that a fixed ranking of the constraints proposed above will either over- or under-generate the implicit object output across verbs.  This is because the highest ranked constraint incurring a violation by an output candidate applies absolutely
.  It thus filters out the candidate that incurred the violation, rendering it ungrammatical; the lower ranked constraints can exert no additional effect on either candidate.  This is a problem for the implicit object construction which is proposed here to show the combined effects of semantic selectivity, telicity, and perfectivity.
For example, consider first the ranking shown in Tableau 3, with * Int Arg as the highest ranked constraint.  * Int Arg is satisfied by the implicit object output (Candidate A) since it does not contain an internal argument, but is violated by the overt object output (Candidate B) which does contain an object argument.  Since the other constraints are strictly ranked below * Int Arg, even though they are violated by the implicit object output, they exert no effect; they neither decrease the grammaticality of the implicit object output nor increase the grammaticality of the overt object output.  The implicit object output is returned as categorically optimal, regardless of the telicity of the verb in the input (Telic End), the perfectivity specified in the input (Perf Coda), or simply general pressure for arguments in the input to be expressed in the output (Faith Arg).
Tableau 3.   When * Int Arg is ranked highest, the implicit object output (Candidate A) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [+ Telic], [+ Perfective]
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	(
	A.  Jack had verbed.
	
	(
	(
	(

	
	B.  Jack had verbed something.
	(
	
	
	


In fact, this ranking gives the correct result for some verbs such as eat and pack that do allow implicit objects.  However, it simultaneously incorrectly generates an implicit object for other verbs such as like and open that resist implicit objects.  It also prohibits overt objects.  Clearly * Int Arg cannot have a fixed ranking at the top of the hierarchy.  However, as shown below, no constraint can have a fixed ranking at the top of the hierarchy without over- or undergenerating the implicit object across verbs.

If Faith Arg is ranked at the top of the hierarchy of constraints, as shown in Tableau 4, the opposite effect is achieved:  the categorically optimal output is the overt object output (Candidate B).  Since the other constraints are strictly ranked below Faith Arg, they exert no additional effect.  The overt object output is returned as optimal, regardless of the telicity, perfectivity, or general pressure for arguments in the output to be omitted.  Just as ruling out the overt object output above with * Int Arg as the highest ranked constraint is too strong, it is too strong to rule out the implicit object output with Faith Arg as the highest ranked constraint.

Tableau 4.   When Faith Arg is ranked highest, the overt object output (Candidate B) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [+ Telic], [+ Perfective]
	Faith Arg
	* Int Arg
	Telic End
	Perf Coda

	
	A.  Jack had verbed.
	(
	
	(
	(

	(
	B.  Jack had verbed something.
	
	(
	
	


Nor does putting Telic End or Perf Coda at the top of the ranking hierarchy solve the problem of over- or undergeneration of the implicit object output.  Tableau 5 shows Telic End ranked at the top of the hierarchy and there is a [+ Telic] verb in the input; in this case, Telic End is violated by the implicit object output (Candidate A) and satisfied by the overt object output (Candidate B).  This generates an overt object for all [+ Telic] verbs, which correctly results in an overt object for verbs like find and take which resist implicit objects, but incorrectly does not allow an implicit object for telic verbs like catch and pack.

Tableau 5.   When Telic End is ranked highest and the verb in the input is [+ Telic], the overt object output (Candidate B) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [+ Telic], [+ Perfective]
	Telic End 
	* Int Arg
	Faith Arg
	Perf Coda

	
	A.  Jack had verbed.
	(
	
	(
	(

	(
	B.  Jack had verbed something.
	
	(
	
	


Tableau 6 shows the same ranking of Telic End at the top of the hierarchy but this time with a [0 Telic] verb in the input.  In this case, Telic End is vacuously satisfied by both the implicit object output (Candidate A) and the overt object output (Candidate B).  This passes the determination of which output is optimal to the next highest ranked constraint in the hierarchy which incurs a violation by one of the candidates; if it is * Int Arg then all Atelic verbs would result in the implicit object output, if it is Faith Arg then all atelic verbs would result in the overt object output, and if it is Perf Coda then atelic verbs used with perfective aspect would require an overt object, while imperfective aspect may or may not result in the implicit object output depending on the subsequent ranking of the final two constraints.  Yet, it is not the case that atelic verbs categorically allow or resist an implicit object (e.g., eat allows an implicit object while hear does not), nor is it the case that perfective aspect rules out the use of an implicit object for an atelic verb (e.g., “Jack had eaten” is grammatical).
Tableau 6.   When Telic End is ranked highest and the verb in the input is [0 Telic], the optimal output is determined by the ordering of the lower ranked constraints.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [0 Telic], [+ Perfective]
	Telic End 
	* Int Arg
	Faith Arg
	Perf Coda

	
	A.  Jack had verbed.
	
	
	(
	(

	
	B.  Jack had verbed something.
	
	(
	
	


The problem is similar if Perf Coda is ranked at the top of the hierarchy.  If the input is [+ Perfective], then the implicit object output is ungrammatical, but as just noted, many verbs do allow implicit objects when used with perfective aspect (e.g., “Jack had eaten”).  If the input is [+ Imperfective], then Perf Coda is vacuously satisfied, and the grammaticality or ungrammaticality falls to the next highest ranked constraint incurring a violation, yet it was shown above that determining the grammaticality of an implicit object absolutely by these constraints is too strong.
The problem is not resolved by formulating a constraint such as * Recoverable (violated by the presence of an object for a verb whose argument classes are recoverable), as shown in Tableau 7 and Tableau 8, or * Nonrecoverable (violated by the omission of an object for a verb whose argument classes are non-recoverable), as shown in Tableau 9 and Tableau 10.

The first problem, of course, is finding an ideal SPS value that would correctly distinguish verbs whose object argument classes are recoverable from those whose argument classes are not, and this has already been shown to be problematic.  Without such a clear cut SPS value, if a constraint such as * Recoverable or * Nonrecoverable were ranked at the top of the hierarchy, it might erroneously rule out implicit objects for verbs that do occur with them and/or allow implicit objects for verbs that do not occur with them.

But a more fatal problem is that a fixed ranking of constraints does not allow lower ranked constraints to affect the optimality of an output if a higher ranked constraint already determines which output is optimal.  For example, with * Recoverable ranked at the top of the hierarchy in Tableau 7, all highly selective verbs would require an implicit object, regardless of telicity or perfectivity.  Telicity and/or perfectivity may only play a role in determining the optimal output if the verb in the input has low SPS, as shown in Tableau 8, when * Recoverable is vacuously satisfied and thus the optimal output is determined by the ordering of the lower ranked constraints.  The same logic would apply to the ranking of a * Nonrecoverable constraint, as shown in Tableau 9 and Tableau 10.
Tableau 7.   When * Recoverable is ranked highest and the verb in the input has high SPS, the implicit object output (Candidate A) is the optimal output for all highly selective verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = high, [+ Past], [0 Telic], [+ Perfective]
	* Recov
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	(
	A.  Jack had verbed.
	
	
	(
	(
	(

	
	B.  Jack had verbed something.
	(
	(
	
	
	


Tableau 8.   When * Recoverable is ranked highest and the verb in the input has low SPS, the optimal output is determined by the ordering of the lower ranked constraints.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = high, [+ Past], [0 Telic], [+ Perfective]
	* Recov
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	
	A.  Jack had verbed.
	
	
	(
	(
	(

	
	B.  Jack had verbed something.
	
	(
	
	
	


Tableau 9.   When * Nonrecoverable is ranked highest and the verb in the input has low SPS, the overt object output (Candidate B) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = low, [+ Past], [0 Telic], [+ Perfective]
	* Non-Recov
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	
	A.  Jack had verbed.
	(
	
	(
	(
	(

	(
	B.  Jack had verbed something.
	
	(
	
	
	


Tableau 10.   When * Nonrecoverable is ranked highest and the verb in the input has high SPS, the optimal output is determined by the ordering of the lower ranked constraints.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = high, [+ Past], [0 Telic], [+ Perfective]
	* Non-Recov
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	
	A.  Jack had verbed.
	
	
	(
	(
	(

	
	B.  Jack had verbed something.
	
	(
	
	
	


It is clear that a strict ranking hierarchy is too restrictive, either ruling out the implicit object output or the overt object output altogether, or creating subsets whereby only atelic or imperfective inputs (or highly semantically selective inputs that are atelic or imperfective) could result in the implicit object output, depending on the ranking of the other constraints.
The second major problem of a fixed ranking is that it returns only a single output as categorically optimal (i.e., grammatical); it does not assign a degree of grammaticality to that output.  Yet my own judgments and that of a few informants suggest that there is some graded grammaticality of the implicit object construction.  A similar idea was discussed by Resnik (1996) who hypothesized that the more predictable the objects are for a particular verb, the more likely that verb is to allow an implicit object, and in fact, he did find a correlation between the use of an implicit object and higher SPS.

2.2.5 Probabilistic Ranking of Constraints

It is clear from the previous section that a fixed ranking hierarchy of constraints is too strict for an analysis of the grammaticality of an implicit object across verbs, either over- or undergeneralizing implicit objects in accordance with which constraint would be highest ranked.  In addition, the continuous factor of semantic selectivity presents a challenge to the typical formulation of constraints which target binary or categorical features in the input.
2.2.5.1 Partial Rankings and Stochastic OT

The solution offered in this section is a flexible ranking of the four proposed constraints, * Int Arg, Faith Arg, Telic End, and Perf Coda, with the ranking of * Int Arg relative to each of the other three constraints defined probabilistically as a function of the SPS of the particular verb in the input.  Specifically, the higher the SPS of the verb in the input, the greater the probability of * Int Arg being ranked over each of the other three constraints; certain rankings are thus more likely than others in accordance with the SPS of the verb.  Moreover, the relative rankings of * Int Arg to each of the other three constraints are independently defined, allowing SPS to interact with telicity, perfectivity, and general faithfulness to varying degrees.  Grammaticality is assessed across all possible reorderings of the constraints in accordance with their relative probabilities.

The idea of partial constraint rankings was introduced by Reynolds (1994), Nagy and Reynolds (1997), Anttila (1997), and Legendre et al. (2002), who allowed one or more constraints to float over a range of constraints (that may themselves have a fixed ranking hierarchy).  For example, if three constraints, C1, C2, and C3, are unordered with respect to one another, there are six different possible orders:  C1 » C2 » C3, C1 » C3 » C2, C2 » C1 » C3, C3 » C1 » C2, C3 » C2 » C1, and C2 » C3 » C1.  If two of the constraints are linearly ordered with respect to one another, C1 » C2, but the relative ranking of a third constraint C3 is unspecified (it is a “floating” constraint) as shown in Figure 1, then there are only three different possible orders:  C1 » C2 » C3, C1 » C3 » C2, and C3 » C1 » C2,

C3
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C1 » C2
Figure 1 .  Partial ranking of constraints.
Two constraints, C1 and C2, are linearly ordered with respect to one another, and the relative ranking of a third constraint C3 is unspecified.
Assuming equiprobability of the floating constraint(s) appearing anywhere along the range over which it is defined, each of the constraint orderings are themselves equiprobable.  That is, C1 » C2 » C3 would have the same probability of occurrence as C1 » C3 » C2.  In general, more than one ranking may yield one and the same output (see Legendre et al., 2001) for discussion), thus some outputs may result from a greater number of constraint orderings than other outputs, hence possible outputs may not be equiprobable even if the constraint orderings themselves are.  In the example in Figure 1, suppose that two of three rankings give rise to one optimal output O1 while the third ranking returned a output O2 as optimal.  Each of the three rankings has a probability occurrence of 0.33 (one out of three), but O1 would have a probability occurrence of 0.66 (two out of three rankings) and O2 would have a probability of 0.33 (one out of three rankings).  (See Legendre et al., 2002 for an illustration in developing grammars.)
In the current analysis, there are four constraints, * Int Arg, Faith Arg, Telic End, and Perf Coda.  If they are completely unordered with respect to one another, there are 24 different possible orders, which give rise to either the implicit object output or an overt object output depending on the telicity or perfectivity of the input, as shown in Table 2.

	Set of 24 possible rankings of the four constraints, * Int Arg (*I), Faith Arg (F), Telic End (T), and Perf Coda (P).
	Aspectual Input Features

	
	Telic Perfective

Implicit when

*I » {F,T,P}
	Telic Imperfective

Implicit when

*I » {F,T}
	Atelic Perfective

Implicit when

*I » {F,P}
	Atelic Imperfective

Implicit when

*I » {F}

	*I » F » T » P
	implicit
	implicit
	implicit
	implicit

	*I » F » P » T
	implicit
	implicit
	implicit
	implicit

	*I » T » F » P
	implicit
	implicit
	implicit
	implicit

	*I » P » F » T
	implicit
	implicit
	implicit
	implicit

	*I » T » P » F
	implicit
	implicit
	implicit
	implicit

	*I » P » T » F
	implicit
	implicit
	implicit
	implicit

	F » *I » T » P
	overt
	overt
	overt
	overt

	F » *I » P » T
	overt
	overt
	overt
	overt

	F » T » *I » P
	overt
	overt
	overt
	overt

	F » P » *I » T
	overt
	overt
	overt
	overt

	F » T » P » *I
	overt
	overt
	overt
	overt

	F » P » T » *I
	overt
	overt
	overt
	overt

	T » *I » F » P
	overt
	overt
	implicit
	implicit

	T » *I » P » F
	overt
	overt
	implicit
	implicit

	T » F » *I » P
	overt
	overt
	overt
	overt

	T » P » *I » F
	overt
	overt
	overt
	implicit

	T » F » P » *I
	overt
	overt
	overt
	overt

	T » P » F » *I
	overt
	overt
	overt
	overt

	P » *I » F » T
	overt
	implicit
	overt
	implicit

	P » *I » T » F
	overt
	implicit
	overt
	implicit

	P » F » *I » T
	overt
	overt
	overt
	overt

	P » T » *I » F
	overt
	overt
	overt
	implicit

	P » F » T » *I
	overt
	overt
	overt
	overt

	P » T » F » *I
	overt
	overt
	overt
	overt


Table 2 .  Complete set of rankings and outputs.

There are 24 possible rankings of the four constraints.  Whether the implicit object output is returned as optimal depends on the aspectual features in the input.

Between six and 12 of these rankings return the implicit object output depending on the features in the input.  Since only one constraint is violated by the presence of an overt object (* Int Arg) and there are three constraints that may be violated by the omission of the object (Faith Arg, Telic End, and Perf Coda), only rankings in which * Int Arg is ranked above the other three constraints (if they are violated for the given input) return the implicit object output.  That is, what matters is whether * Int Arg is ranked above Faith Arg, above Telic End (when the input is [+ Telic]), and above Perf Coda (when the input is [+ Perfective]). The relative ranking of Faith Arg, Telic End, and Perf Coda to one another does not matter.

For example, if the input is both [+ Telic] and [+ Perfective] as shown in the first column of aspectual input features in the table, then an implicit object is only optimal when * Int Arg is ranked above all of the other three constraints.  This was depicted above in Tableau 3, shown again here as Tableau 11.

Tableau 11.   Only when * Int Arg is ranked highest is the implicit object output (Candidate A) the optimal output for all telic perfective verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [+ Telic], [+ Perfective]
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	(
	A.  Jack had verbed.
	
	(
	(
	(

	
	B.  Jack had verbed something.
	(
	
	
	


Importantly, the relative ranking of Faith Arg, Telic End, and Perf Coda relative to one other does not affect which output candidate is returned as optimal.  As long as * Int Arg is ranked above all of the other three constraints, the implicit object output is returned as optimal.  The implicit object output is returned for all six rankings in which * Int Arg is ranked at the top of the hierarchy, regardless of the relative ranking of the other three constraints.  This is shown in Table 2 in the first column.
 Similarly, if the input is [+ Telic] but [+ Imperfective], then * Int Arg need only be ranked above Faith Arg and Telic End.  However, in this case the relative ranking of * Int Arg to Perf Coda does not affect whether the implicit object output is returned since Perf Coda is vacuously satisfied.  This means that in addition to the six rankings in which * Int Arg is ranked above all of the other three constraints, there are two additional rankings which return the implicit object:  P » *I » F » T and P » *I » T » F.

Likewise, for an input that is [0 Telic] and [+ Perfective] (shown in the third column of aspectual input features) and an input that is [0 Telic] and [+ Imperfective] (shown in the fourth column), additional rankings result in the implicit object output.  When Telic End and/or Perf Coda are vacuously satisfied, they can be ranked above * Int Arg and still the implicit object output is returned as optimal.  Thus, what Table 2 makes clear is that the implicit object output results whenever * Int Arg is ranked above each of the other constraints which are violated by an implicit object, regardless of the relative ranking of these three constraints to one another.
Most versions of the floating constraint approach equate the proportion of rankings that return a particular output to the relative frequency with which that output would be expected to occur, for example, in a corpus of spontaneous speech (e.g., Legendre et al., 2002).  In the current analysis, if each of the 24 rankings were equiprobable (and it will shortly be argued that they are not) then an implicit object output would be expected 25% of the time for a [+ Telic] [+ Perfective] input since 6 out of the 24 rankings result in the implicit object output.  Similarly, a [+ Telic], [+ Imperfective] input returns the implicit object output in 8 out of the 24 rankings (33% of the time), a [0 Telic], [+ Perfective] input returns the implicit object output in 8 out of the 24 rankings (33% of the time), and a [0 Telic], [+ Imperfective] input returns the implicit object output in 12 out of the 24 rankings (50% of the time).

This puts the rate of implicit objects at 25% to 50% of the time.  This lower bound is higher than Resnik’s (1996) finding of some verbs never occurring with an implicit object in a sample of 100 occurrences within the Brown corpus of American English (Francis & Kučera, 1982), but the upper bound is fairly close to Resnik’s (1996) finding of a maximum of 45% object omission (for the verb drink).  Moreover, the rate of implicit objects for the telic verbs in Resnik’s (1996) study tended to be quite low (many showed 0% implicit objects, compared to the prediction here of 25 - 33%), while verbs that occurred with higher rates of implicit objects tended to be Atelic.  This is only partially predicted by the floating constraint approach since telic verbs could also reach 33%.
But of course, the factor of semantic selectivity has not yet been incorporated into the analysis, and as such, the relative rates of implicit objects returned by the total set of possible rankings in Table 2 can vary only in accordance with the telicity and perfectivity of the verb in the input.  What the analysis needs to capture is for an implicit object to be more probable for a verb of high SPS than for a verb of low SPS, while maintaining the effects of telicity and perfectivity.  This can readily be achieved by adjusting the probabilities with which the constraints rerank with one another (e.g., the probability of * Int Arg being ranked above Faith Arg), which in turn affects the relative probabilities of each of the individual constraint rankings (e.g., the probability of *I » F » T » P versus the probability of F » *I » T » P).

In fact, non-equiprobable constraint ranking probabilities were proposed by Davidson & Goldrick (2003), in which the probability of a constraint falling along one end of its range differed from the probability of the constraint falling along the other end of its range.  A more precise version of non-equiprobability was proposed as stochastic OT, in which constraint ranking ranges were defined as probability distributions (Boersma, 1997, 1998; Boersma & Hayes, 2001; Hayes & MacEachern, 1998).  In stochastic OT, constraints are assigned a normal Gaussian function
 that specifies the probability of a constraint being located at a particular point along a continuum (see the example in Figure 2).  With all constraints assigned the same function and the same standard deviation, what determines the relative ranking of constraints is their relative linear positioning.  Constraints may rerank with each other to the extent that their distributions overlap.  Two constraints may be located very near to one another, so that their probability distributions greatly overlap and as such they would tend to frequently rerank with one another.  Two other constraints may be located far away from one another.  If their probability distributions overlap slightly, they would rerank to only a small extent, and if their probability distributions essentially did not overlap at all, they would effectively be strictly ranked with respect to one another.  Sampling from the distributions yields the actual rankings.
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Figure 2 .  Stochastic ranking of constraints.
Two constraints, C1 and C2, are linearly ordered with respect to one another, but the normal distributions which are assigned to them overlap.

However, stochastic OT does not provide a mechanism for a verb of high SPS to be more likely to give rise to an implicit object output than a verb of low SPS.  By assigning all constraints the same Gaussian distribution and the same standard deviation, the probability with which one constraint will be ordered relative to another will have the same distribution for all inputs.  The current analysis builds on these previous approaches to the non-equiprobability of constraint rankings as follows.

Unlike standard partial ranking approaches which assign equal probability to the ranking of a constraint in all the possible positions into which it may fall, the current analysis allows the probability of * Int Arg being ranked relative to another constraint to differ from chance.  This corresponds to Davidson & Goldrick’s (2003) approach of assigning different probabilities to various segments of the range over which a constraint may float.

However, rather than assigning a fixed value to the probability of * Int Arg being ranked above another constraint, in the spirit of stochastic OT, the extent to which * Int Arg reranks is defined by probability distributions.  But instead of a normal curve, the probability of * Int Arg being ranked above another constraint is defined as a linear function
 which increases (or decreases) in accordance with the SPS of the particular verb in the input
.  This makes certain constraint rankings more likely than others in accordance with Semantic Selectivity.
2.2.5.2 Expected Frequency and Relative Grammaticality


One final difference between the previous analyses and the current approach is that the rate at which the implicit object output is returned across the set of possible constraint reorderings is taken to reflect gradient grammaticality but not necessarily expected frequency.
In partial constraint ranking approaches such as Reynolds (1994), Nagy and Reynolds (1997), Anttila (1997), Legendre et al. (2002), and Davidson & Goldrick (2003), the proportion of rankings that return a particular output is equated with the relative frequency with which that output would be expected to occur in a corpus of spontaneous speech.  For example, suppose Type A morphology is returned by 40% of the possible rankings and Type B morphology is returned by 60% of the possible rankings, then across all verbs in a corpus, 40% are expected to show Type A morphology and 60% are expected to show Type B morphology.  That is, the frequency of each type of morphology is expected to correspond directly to the frequency with which each type of morphology is returned across the set of possible rankings.

With regard to grammaticality, a grammatical form is one that is output by the grammar.  It does not matter how many rankings return a particular output nor how frequently it is observed in a corpus; as long as it is returned by even one ranking (and thus is expected to appear even infrequently in a corpus), the form is by definition grammatical.  With regard to acquisition, two or more forms may alternate for some time until the learner determines the ranking of constraints that corresponds to the target grammar (Legendre et al., 2002; Davidson & Goldrick, 2003).  In other words, both forms are grammatical in the child’s grammar, even if one form is ungrammatical with regard to the adult grammar and eventually disappears from the child’s productions.  However, alternating forms are also found in the adult grammar, and a partial ranking approach can be used to model optionality and free variation (Reynolds, 1994; Nagy & Reynolds, 1997; Anttila, 1997); the alternating forms may appear with nonequal probabilities in the corpus, but they are all grammatical options.

In contrast, Boersma and Hayes (2001) used stochastically defined constraint rankings to give rise to both expected frequencies and gradient grammaticality of various forms.  Similar to the above description of partial ranking approaches, the relative proportion of rankings returned in a stochastic OT grammar were treated as computing relative frequency.  However, Boersma & Hayes also treated grammaticality as a function of frequency.  Specifically, they suggested that small differences in grammaticality judgments between two forms reflects only small differences in the frequency of the forms in the language and, similarly, large differences in grammaticality differences should be reflected very clearly by the relative frequencies of the output forms.

As such, as shown in Figure 3 below, Boersma & Hayes converted observed grammaticality judgments (obtained experimentally) to conjectured frequencies using a sigmoid transformation.  They then applied a learning algorithm to the frequency information to arrive at the stochastically defined constraint rankings of the target grammar.  They then performed the mathematical inverse of the sigmoid transformation in order to convert the predicted frequencies that were output by the grammar to predicted grammaticality judgments, in order to be able to compare them to the original observed grammaticality judgments.  The latter transformation similarly treats the small differences in relative frequencies as much less important to a distinction in grammaticality than large differences in relative frequencies.  Boersma and Hayes suggested that this is reasonable from a learning standpoint whereby the learner would take large differences in frequency to indicate that the very frequent form is highly grammatical while the other is much less so, but that small differences may not be good evidence on which to base a strong distinction in grammaticality.
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Figure 3 .  Conjectured frequencies and well-formedness judgments.

Boersma & Hayes (2001)
Boersma and Hayes’ approach assumes that where there are large differences in relative frequencies, the learner will assume large differences in grammaticality.  It also implies that the optimal output of any single instance of an optimization is not necessarily the grammatical output in the language, contrasting directly with the above partial ranking approaches which take any forms that are present in the language to be grammatical.  Rather, according to Boersma and Hayes’ approach, grammaticality is equivalent to the log probability of the relative frequency with which various output forms are returned across the set of possible constraint rankings.

The framework adopted in the current analysis is closer in nature to Boersma and Hayes’ approach in that it assumes that there is a relationship between gradient grammaticality and relative frequency.  However, instead of considering the output of the grammar to be frequencies of the various output forms, as both Boersma and Hayes and the above partial ranking approaches do, in the current analysis the output of the grammar is taken to directly reflect relative grammaticality.  In fact, the traditional goal of generative grammars is to provide both descriptive and explanatory adequacy with regard to the grammaticality and ungrammaticality of the forms in the language, but not necessarily to be a model of frequency.

In the current approach, the idea is that for any given input, the candidate outputs are assessed with regard to the extent to which they are returned across all possible (differentially probable) constraint rerankings.  The extent to which a particular form is returned across the set of rankings reflects its relative grammaticality.  However, the extent to which that form is produced in the language is taken here to be a separate question.  This question of the relationship between grammaticality and frequency will be returned to in the general discussion of this chapter.  The current analysis however, should be understood as directly concerning relative grammaticality of the implicit object across verbs.
2.2.5.3 Probabilistic Ranking Functions

It was shown above in Table 2 that in order to derive the implicit object output, * Int Arg must be ranked at least some of the time above each of the three constraints requiring the overt object, Telic End, Perf Coda, and Faith Arg, but that only the relative ranking of * Int Arg to each of the Telic End, Perf Coda, and Faith Arg separately matters.  To this end, separate and independent linear functions are assigned to the pairwise orderings of * Int Arg and Faith Arg, p(*I » F) shown in (47), * Int Arg and Telic End, p(*I » T) shown in (48), and * Int Arg and Perf Coda, p(*I » P) shown in (49).
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35. p(*I » T) = 
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36. p(*I » P) = 
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Each of the pairwise ordering probabilities above in (47) - (49) will be a range of values that linearly increase or decrease in accordance with the SPS of the verb in the input, SPSi.  Because the true population minimum and maximum values of SPS is not known, the ordering probability will be restricted to the observable range defined by the lowest and the highest SPS in sample data, SPSmin and SPSmax respectively.
The linear function has the form f(x) = mx + b, where m is the slope, x is the input variable, and b is the y-intercept.  In the functions in (47) - (49), the slope is defined as the ratio between (a) the difference between the value at SPSmax ((x) and the value at SPSmin ((x) and (b) the difference between the maximum and minimum SPS (SPSmax - SPSmin).  The input variable is the SPS of the particular verb relative to the minimum SPS value (SPSi - SPSmin).  Thus, the ordering probabilities that are given by these functions are a range of values which correspond linearly to the SPS of the particular verb.  Depending on the values of the variables in (47) - (49), certain orderings in Table 2 will be more probable than others, thus affecting the relative probabilities of the implicit and overt object outputs.
In a partial ranking approach with equiprobable constraint reranking, the probability of each individual ranking is equal to one out of the total number of rankings, e.g, p(C1 » C2 » C3 » C4) = 1/24 = 0.417.  The probability of one of a subset of rankings is equal to the sum of the individual probabilities out of the total number of rankings, e.g., p((C1 » C2 » C3 » C4) or (C1 » C2 » C4 » C3) or (C1 » C3 » C2 » C4) or (C1 » C3 » C4 » C2) or (C1 » C4 » C2 » C3) or (C1 » C4 » C3 » C2)) = 1/24 + 1/24 + 1/24 + 1/24 + 1/24 +1/24 = 6/24 = 0.25.

However, unless Faith Arg, Telic End, and Perf Coda are unranked with respect to each other, it is impossible to define the value ranges of p(*I » F), p(*I » T), and p(*I » P).  This is because the relative ranking of * Int Arg to each of the three other constraints is not actually independent if Faith Arg, Telic End, and Perf Coda carry additional ranking probabilities.  They must be unranked with respect to one another in order for the relative probability of the implicit object output across rerankings to be a solvable problem.

For example, suppose that * Int Arg » Faith Arg = 1.00 (i.e., * I » F).  Given this, the probability that * Int Arg » Telic End is no longer independent; it is affected by the probability of the relative rankings of Faith Arg and Telic End.  It is only when Faith Arg, Telic End, and Perf Coda are unranked with respect to each other that the relative rankings of * Int Arg to each of these three constraints are truly independent.  With Faith Arg, Telic End, and Perf Coda unranked, the possible partial orderings of the four constraints numbers not 24 as shown in Table 2, but is captured by the eight possible orderings shown in Table 3.

	Set of 8 possible orders of the four constraints, * Int Arg (*I), Faith Arg (F), Telic End (T), and Perf Coda (P), with F, T, and P unranked with one another.
	Aspectual Input Features

	
	Telic Perfective
	Telic Imperfective
	Atelic Perfective
	Atelic Imperfective

	*I » {F, T, P}
	implicit
	implicit
	implicit
	implicit

	P » *I » {F, T}
	overt
	implicit
	overt
	implicit

	T » *I » {F, P}
	overt
	overt
	implicit
	implicit

	{T, P} » *I » F
	overt
	overt
	overt
	implicit

	F » *I » {T, P}
	overt
	overt
	overt
	overt

	{F, T} » *I » P
	overt
	overt
	overt
	overt

	{F, P} » *I » T
	overt
	overt
	overt
	overt

	{F, T, P} » *I
	overt
	overt
	overt
	overt


Table 3 .  The minimal ordering information relevant to the implicit object output
Whether the implicit object output is returned as optimal depends on the aspectual features in the input.

These eight possible partial orderings, in which Faith Arg, Telic End, and Perf Coda are ranked only relative to * Int Arg, define the minimal ordering information that is relevant in determining whether the implicit object output or the overt object output is optimal for a particular input
.  There are no independent probabilities of the relative rankings of Faith Arg, Telic End, and Perf Coda to one another; their relative rankings arise as a consequence of the rankings of * Int Arg to each of the three constraints.

Four of these orderings may give rise to an implicit object output depending on which aspectual features are in the input, while the other four orderings give rise to an overt object output regardless of the aspectual properties of the input.  These eight orderings completely define the conditions under which each of the four different types of inputs (telic perfective, telic imperfective, atelic perfective, and atelic imperfective) would give rise to either the implicit object or overt object output, and importantly, they collapse the rankings in which Faith Arg, Telic End, and Perf Coda are ordered relative to one another.  By assuming no rankings among Faith Arg, Telic End, and Perf Coda, it is possible to define the probability space in terms of only those orderings which differ with respect to the relative ranking of * Int Arg with whichever of Faith Arg, Telic End, and Perf Coda are relevant for a given input.

As shown in Table 2 earlier, for a telic perfective input, an implicit object is optimal when *I » {F, T, P}.  These rankings are defined by the partial ordering in the first row of Table 3.  For a telic imperfective input, an implicit object is returned when *I » {F, T} which is true of both the partial orderings in rows one and two of Table 3.  For an atelic perfective input, an implicit object is returned when *I » {F, P} which is true of both the partial orderings in rows one and three of Table 3.  Finally, for an atelic imperfective input, an implicit object is returned when *I » F, which is true of the partial orderings in rows one through four of Table 3.

The remaining orderings in Table 3 define the rankings under which an overt object output is returned regardless of the aspectual properties of the input (they all have F » *I).  These four rankings exist because of the assumption that * Int Arg is ranked relative to each of Faith Arg, Telic End, and Perf Coda; as such they constitute the remainder of the probability space.

Within this probability space of the 8 constraint partial orderings, the probability of each individual partial ordering is equal to the joint probabilities of the independent pairwise orderings that comprise it.  These are shown in (50) through (57) below.

37. p(*I » {F, T, P}) = p(*I » F) ( p(*I » T) ( p(*I » P)

38. p(F » *I » {T, P) = [1 - p(*I » F)] ( p(*I » T) ( p(*I » P)

39. p(T » *I » {F, P}) = p(*I » F) ( [1 - p(*I » T)] ( p(*I » P)

40. p(P » *I » {F, T}) = p(*I » F) ( p(*I » T) ( [1 - p(*I » P)]

41. p({F, T} » *I » P) =[1 - p(*I » F)] ( [1 - p(*I » T)] ( p(*I » P)

42. p({F, P} » *I » T) = [1 - p(*I » F)] ( p(*I » T) ( [1 - p(*I » P)]

43. p({T, P} » *I » F) = p(*I » F) ( [1 - p(*I » T)] ( [1 - p(*I » P)]

44. p({F, T, P} » *I) = [1 - p(*I » F)] ( [1 - p(*I » T)] ( [1 - p(*I » P)]

For example, if p(*I » F) = 0.50 and p(*I » T) = 0.50 and p(*I » P) = 0.50, then p(*I » {F, T, P}) = 0.50 ( 0.50 ( 0.50 = 0.125, or 1/8 (one out of eight total possible constraint orderings).

The probability of one of a subset of partial orderings is equal to the sum of the probabilities of the individual partial orderings because they are mutually disjoint.  The subsets corresponding to the four different combinations of input aspectual properties are shown below in (58) through (61) below.
45. p(implicit)Telic Perfective = p(*I » {F, T, P})
46. p(implicit)Telic Imperfective = p(*I » {F, T, P}) + p(P » *I » {F, T})
47. p(implicit)Atelic Perfective = p(*I » {F, T, P}) + p(T » *I » {F, P})
48. p(implicit)Atelic Imperfective = p(*I » {F, T, P}) + p(T » *I » {F, P}) + p(P » *I » {F, T}) + p({T, P} » *I » F)

Since the output of the grammar was taken in the previous section to directly reflect gradient grammaticality, the probabilities of each of the subsets in (58) through (61) should be treated as the relative grammaticality of the implicit object output for each type of input.  For example, if the probability of an implicit object output were 30% for a telic perfective input with low SPS and the probability of an implicit object output were 86% for an atelic imperfective input with relatively high SPS, the grammaticality of an implicit object for each of these two inputs should be treated as 30% and 86% respectively.  That is, however one measures grammaticality, such as on a scale, the rating of grammaticality would be 30% along the scale for the telic perfective input and 85% along the scale for the atelic imperfective input.  This point will be returned to later in the chapter when the probabilities, and thus grammaticality, of the implicit object output is estimated for the adult English grammar.

If, in a language, the probabilities of * Int Arg dominating each of the other three constraints were all zero, then the probability of an indefinite implicit object in that language would be zero.  If the probabilities of * Int Arg over each of the other three constraints were all one, then the probability of an implicit object would be one.  However, if the probabilities of * Int Arg over each of the other three constraints were anywhere between one and zero, then the implicit object output would be returned to varying extents depending on the aspectual properties and SPS of the particular verb.

Thus, the analysis of the implicit object construction is this:  the implicit object output is returned by the grammar to the extent that * Int Arg (the constraint requiring omission of the object) is independently ranked above Faith Arg, Telic End, and Perf Coda (the constraints requiring an overt object), across the total set of eight possible partial constraint orderings of these four constraints.  The probabilities with which * Int Arg is ranked above Faith Arg, Telic End, and Perf Coda is a linear function of the SPS of the particular verb, thus making certain of the possible constraint orderings more likely than others depending on the particular verb in the input.
2.2.6 Predicted Typology

A broad cross-linguistic typology results from the combination of these four constraints ordered in accordance with the ranking functions in (47) - (49).  Of course, because the effect of semantic selectivity is continuous, in accordance with the Selectional Preference Strength (SPS) of the verb, the typology is not categorical.  However, the range of possibilities and some general tendencies can be discussed.

The first possibility is a language in which implicit objects are never grammatical.  This only occurs when p(*I » F) is not a range of values, but rather it is equal to zero across all SPS values ((1 = (1 = 0).  What is effectively a fixed ranking of Faith Arg above * Int Arg filters out the implicit object output in favor of an overt object.  The relative rankings of * Int Arg with Telic End and with Perf Coda are irrelevant since even if * Int Arg were ranked above one or both of them, it must still be ranked below Faith Arg and thus the overt object output is always optimal.  The zero probability of an implicit object output for all aspectual input types and across all SPS values is graphically presented in Figure 4 below.
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Figure 4 .  Ungrammaticality of implicit objects when p(*I » F) = 0.

In fact, it is the relative probability with which * Int Arg dominates Faith Arg that defines the maximum possible grammaticality of an implicit object for any input.  This is because an implicit object output always violates Faith Arg, regardless of the aspectual properties of the input.  However, the actual grammaticality of an implicit object also depends on the relative rankings of * Int Arg and each of Telic End and Perf Coda, since a ranking in which Telic End or Perf Coda dominates * Int Arg would give rise to the overt object output for telic or perfective inputs.
Another possibility, of course, is a language in which implicit objects are always grammatical (Figure 5).  This occurs when none of p(*I » F), p(*I » T), or p(*I » P) are a range of values, but rather they are each equal to one across all SPS values ((1 = (1 = 1 = (2 = (2 = (3 = (3).  This is effectively a fixed ranking of * Int Arg dominating the three other constraints.  The relative rankings of * Int Arg with Telic End and with Perf Coda would be irrelevant if they were all dominated by * Int Arg.  This is graphically presented in Figure 5 below.
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Figure 5 .  Grammaticality when p(*I » F), p(*I » T), and p(*I » P) = 1.

  Besides an implicit object always being ungrammatical or always being grammatical in a language, a range of grammaticality is also predicted to be possible.  Consider Figure 6, in which p(*I » F) ranges from 0 to 1, p(*I » T) ranges from 0 to 0.75, and p(*I » P) ranges from 0 to 0.50.  Because the implicit object output for an atelic imperfective input violates a proper subset of the constraint violated by other implicit objects, it will also always have the highest grammaticality for a given SPS.  Implicit objects with atelic perfective and telic imperfective inputs would always have lower grammaticality than the atelic imperfective inputs, and which of atelic perfective or telic imperfective had higher grammaticality would depend only on the relative probabilities with which * Int Arg dominates Telic End and Perf Coda and the rate at which the probabilities increase across SPS.  (Note that it would be possible for the grammaticality of an implicit object across atelic perfective inputs to increase more or less quickly across SPS compared to the grammaticality of an implicit object across telic imperfective inputs.)  Finally, because the implicit object output for a telic perfective input violates a proper superset of the constraints violated by other implicit objects, it will always have the lowest grammaticality for a given SPS.
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Figure 6 .  Example of increasing grammaticality of an implicit object.

Grammaticality increases across SPS and in accordance with telicity and perfectivity.

Thus, the nature of the joint probabilities that determine the probability of an implicit object in accordance with semantic selectivity, telicity, and perfectivity are necessarily stratified, with atelic imperfectives resulting in the highest probability of an implicit object across verbs and telic perfectives resulting in the lowest probability, and the atelic perfective and telic imperfective inputs falling somewhere in the middle.  Moreover, even though the individual probabilities with which * Int Arg is ranked above each of the other verbs is defined as a linear function, when the overall probabilities of an implicit object is calculated as a joint probability (of three separate probabilities), the rate of implicit objects across increasing SPS values is cubic.

It is also possible that the probability of an implicit object output could decrease with increasing SPS, as shown in Figure 7.  In the example in Figure 7, p(*I » F) ranges from 1 to 0, p(*I » T) ranges from 1 to 0, and p(*I » P) ranges from 1 to 0.  This may seem intuitively to be a strange possibility and it would be possible to mathematically restrict the probabilities such that they only increase in probability (with higher rates of * Int Arg ranked above each of the other constraints as SPS increases).  However, this restriction is not applied in the current analysis.
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Figure 7 .  Decreasing grammaticality with decreasing p(*I » F), p(*I » T, and p(*I » P).

2.3 Grammaticality Judgment Study

Now that the grammar for the implicit object construction has been detailed, the next question concerns the characterization of the implicit object construction in English.  Can the use of an indefinite implicit object in English be analyzed within the proposed framework, and more specifically, what are the probabilities associated with each of the relevant rankings?

The data brought to bear on these questions will be grammaticality judgments of sentences with an implicit object which vary in semantic selectivity, telicity, and perfectivity.  There are two main reasons to analyze grammaticality judgments rather than frequencies in production data.

First, in spontaneous speech, it is not possible to control or manipulate the relative frequency with which various inputs arise.  For example, in a conversation about going to a restaurant, the verb eat with an indefinite and nonspecific internal argument may be a frequent input to the grammar giving rise to a high proportion of indefinite implicit objects for this verb, while the verb read may only be called up with a definite and specific internal argument (e.g., “read the menu”) and thereby only occur with a low rate of implicit objects (if any).  In addition to possible discrepancies in the relative proportion of indefinite implicit objects across verbs, it is also not possible using spontaneous production data to experimentally manipulate the factors of semantic selectivity, telicity, and perfectivity.
Secondly, grammaticality judgments provide the opportunity to probe the potential gradiency of the well-formedness of a sentence with an implicit object.  Production of a sentence with an implicit object is a binary event; either an implicit object or an overt object is used.  While it is possible that relative frequency reflects relative grammaticality, this is not necessarily the case, in part for the reasons just reviewed above concerning the relative frequency with which the relevant input arises.  Moreover, it is possible that some degrees of variation in grammaticality may not be reflected in production frequencies.  For example, a fully grammatical form might show a high frequency, a form judged to be slightly less grammatical might show reduced frequency, while everything from intermediate grammaticality to full ungrammaticality may never be produced at all.  That is, there may be a cutoff value above which a form is of high enough grammaticality to be produced and below which the form’s reduced grammaticality essentially prevents the form from being produced at all.

2.3.1 Method

As described in detail below, adult native speakers were asked to provide grammaticality judgments for various verbs used in the implicit object construction.  The verbs used in the sentences varied in semantic selectivity and telicity, and sentences were also manipulated for perfectivity.
2.3.1.1 Participants
Participants were 15 monolingual native speakers of English.  All were undergraduate students at Johns Hopkins University who received class credit for their participation.
2.3.1.2 Stimuli and Design

The stimuli were 160 sentences consisting of 30 two-argument verbs, such as eat (x,y), and 10 one-argument verbs, such as sleep (x), used in sentences with and without overt objects.  Semantic selectivity and telicity varied inherently across verbs, while perfectivity was manipulated across sentences.  The design is shown in Table 4 below and the verbs and objects are shown in Table 5.  The stimuli and design are described in detail below.
	Verb-Argument Structure
	Sentence Type
	Direct Object
	Example Sentence

	Two-Argument Verbs (n = 30)
	Target
	Implicit Objects
	Michael had brought.
Michael was bringing.

	
	Control
	Overt Objects
	Sarah had brought a gift.
Sarah was bringing a gift.

	One-Argument Verbs (n = 10)
	Filler
	No Objects
	Emma had slept.
Emma was sleeping.

	
	
	Overt Objects
	Andrew had slept a blanket.
Andrew was sleeping a blanket.


Table 4 .  Sentence stimuli.

	Two-Argument Verbs
	SPS
(from Resnik, 1996)
	Objects
	Telic

	bring
	1.33
	a gift
	yes

	call
	1.52
	a friend
	yes

	catch
	2.47
	a ball
	yes

	drink
	4.38
	a Pepsi
	

	eat
	3.51
	a sandwich
	

	find
	0.96
	a shoe
	yes

	get
	0.82
	a car
	yes

	give
	0.79
	a present to him
	yes

	hang
	3.35
	a picture
	yes

	hear
	1.70
	a noise
	

	hit
	2.49
	a nail
	yes

	like
	2.59
	a painting
	

	make
	0.72
	a meal
	yes

	open
	2.93
	a door
	yes

	pack
	4.12
	an overnight bag
	yes

	play
	2.51
	a game
	

	pour
	4.80
	a drink
	

	pull
	2.77
	a cart
	

	push
	2.87
	a button
	

	put
	1.24
	a plate on the table
	yes

	read
	2.35
	a book
	

	say
	2.28
	hello
	yes

	see
	1.06
	a flower
	

	show
	1.39
	a toy to Sarah
	

	sing
	3.58
	a ballad
	

	take
	0.93
	a picture
	yes

	want
	1.52
	a car
	

	watch
	1.97
	a movie
	

	wear
	3.13
	a hat
	

	write
	2.54
	a letter
	

	
	
	
	

	One-Argument Verbs
	
	Objects
	Telic

	arrive
	
	a house
	yes

	come
	
	a park
	yes

	cry
	
	a book
	

	die
	
	a bed
	yes

	disappear
	
	a building
	yes

	fall
	
	a carpet
	yes

	frown
	
	a child
	

	laugh
	
	a t.v.
	

	sleep
	
	a blanket
	

	stand
	
	a door
	


Table 5 .  Verbs and objects from sentences in the grammaticality judgment task.
Target Sentences

60 target sentences had the form Subject Verb (Implicit Object), e.g., “Jack was eating”.  These sentences included 30 two argument verbs that typically occur with an overt object; their argument structure includes (at least) two arguments, an AGENT or EXPERIENCER which appears as the subject and a THEME or PATIENT which appears as the object.  When these verbs occur without an overt object, an implicit object is interpreted.

The verbs used in these sentences were the 30 two- (or three-) argument verbs (listed above in Table 5) for which Resnik (1996) had measured Selectional Preference Strength (SPS) (Francis & Kučera, 1982) according to their usage in the Brown corpus of American English.  The measure of SPS was discussed in detail in the previous chapter, Chapter 1 (Introduction)
.  Across verbs, SPS ranged from 0.72 to 4.80.

Telicity was assessed for each of these verbs in accordance with the diagnostic tests in Appendix A.  These tests were discussed above in more detail in Section 2.2.1 (Content of the Input) of this chapter.  Since these verbs were not selected by Resnik (1996) with telicity as a factor in mind, equal numbers of telic and atelic verbs could not be ensured.  However, the diagnostic tests revealed a nearly even split among the verbs, with 14 telic verbs and 16 atelic verbs.
Finally, perfectivity was manipulated as described above in Section 2.2.1 (Content of the Input) of this chapter.  Perfective was marked with perfect morphology, a form of have plus the suffix ed, and imperfective was marked with progressive morphology, a form of be plus the suffix -ing.
Each of 30 verbs appeared in two target sentences, once with perfective aspect and once with imperfective aspect, resulting in a total of 60 target sentences.

If semantic selectivity, telicity, and/or perfectivity affects the grammaticality of the use of an implicit object, subjects’ judgments of these target sentences should vary in accordance with one or more of the three factors.
Control Sentences:  Overt Objects

60 control sentences had the form Subject Verb Object, e.g., “Jack was eating a sandwich”.  These sentences included the same 30 two argument verbs that were used in the target sentences, but these sentences included an overt object.  The objects used with each verb are listed in Table 5.

As with the target sentences, perfectivity was manipulated for the control sentences, with each of 30 verbs appearing in two sentences, once with perfective aspect and once with imperfective aspect.  This results in a total of 60 control sentences.

Since all of these verbs can be used with an overt object (and indeed, they typically are), all of these sentences were expected to be judged as highly grammatical.
Filler Sentences:  One-Argument Verbs

In addition to the 60 target sentences and the 60 control sentences, there were 40 filler sentences.  These sentences included ten one argument verbs that do not occur with an overt object; their argument structure includes a single argument, usually considered to be a THEME or a PATIENT, which is realized as the subject of the sentence
.  No implicit object is interpreted.  Half (20) of these sentences had the form Subject Verb (No Object), e.g., “Jack was sleeping” and half (20) had the ungrammatical form Subject Verb Object, e.g., “Jack was sleeping a blanket”.  The ten one-argument verbs and the overt objects they were used with are listed in Table 5.

Equal numbers of telic (5) and atelic (5) verbs were included.  Each verb was used twice (correctly) in the No Object sentences, once with perfective aspect and once with imperfective aspect.  These 20 sentences were included so that subjects had examples of intransitive sentences that were clearly grammatical.  Each verb was also used twice (incorrectly) in the Overt Object sentences, once with perfective aspect and once with imperfective aspect.  These 20 sentences were included so that intransitivity would not be the only factor that made a sentence ungrammatical.
Design

The design was a within subjects crossed design in which all subjects were presented with both the target sentences (Implicit Objects) and the control sentences (Overt Objects) as well as all of the filler sentences.  The target, control, and filter sentences were presented in completely random order in a single block.
2.3.1.3 Procedure

Instructions

Subjects were presented with the following written instructions on a computer screen:

In this study, you will see a series of sentences, one by one.  For each sentence, you are asked to judge how "good" or "bad" you think the sentence sounds.  Does the sentence sound fine to you, like something you might say in a conversation with someone?  Or does the sentence sound somewhat wrong or awkward?

There are no right or wrong answers.  We are only interested in what English speakers tell us about how these sentences sound to them.

You should indicate how good you think the sentence is on a scale of 1 to 5, as shown below.  You should choose 5 if you think the sentence sounds perfectly fine and 1 if you think the sentence sounds very bad.  If your judgment is that the sentence is somewhere in between good and bad, you can give it an intermediate rating along the middle of the scale (2, 3, or 4).

Subjects were then trained on three sample sentences, shown below in (62) through (64).  The first sentence (62) was designed to be highly grammatical, the second sentence (63) was designed to be ungrammatical, and the third sentence (64) is of intermediate grammaticality.  After subjects judged each sentence, they were given feedback as to whether their responses corresponded to the expected response.

49. Grammatical Sentence:  Which problem did they forget to solve?

50. Ungrammatical Sentence:  Which problem have they forgotten how should be solved?

51. Intermediate Grammaticality Sentence:  Which problem have they forgotten how they should solve?

As Sorace and Keller (2005) have discussed, allowing subjects to indicate relative grammaticality allows differences in grammaticality across forms to be discovered that would otherwise be masked by a categorical judgment task.  If subjects’ judgments are truly categorical, they would be expected to use the extreme values of the scale, thus replicating the effect of a categorical judgment task.  However, if subjects’ judgments are continuous, then a scale allows these intermediate judgments to be measured.
Grammaticality Judgments

Subjects were presented with all 160 sentences in random order, one by one, on a computer screen.  Below each sentence was a rating scale with option buttons for each of the rating values 1 (bad) through 5 (good).  Subjects indicated their judgment by clicking one of the five option buttons, and then submitted their response by clicking a second button.  Their initial rating could be changed as many times as they wished; a judgment was only recorded once they clicked the submission button.  Progress through the sentences was self-paced.
Follow Up Judgments

Following the presentation of the test sentences, subjects were then asked to provide more descriptive responses regarding the grammaticality of a subset of the verbs that may have an alternate meaning when used intransitively compared to their meaning when used transitively.  The verbs that were included in this follow-up were catch, drink, give, hang, hear, open, pull, push, see, and show.
Subjects were asked, for example, “If you wanted to say that Emily was hanging something on a wall or hook, but you don’t know specifically what she was hanging, could you say the sentence below?”  The sentence they would be asked to judge in this example would be “Emily was hanging.”

Following their response, subjects were then prompted to identify any alternative meanings for the sentence.  Expected responses included idiomatic meanings, such as a reflexive interpretation for “hang” such as “a person hanging from a tree,” or an idiomatic meaning for “drink” such as “drinking alcohol.”
2.3.2 Results

2.3.2.1 Gradiency of Grammaticality Judgments

If subjects judged only certain verbs to be grammatical in the implicit object construction, and all other verbs to be ungrammatical with an implicit object, this would be reflected by their use of only the extreme values of the rating scale; subjects would rate sentences as 1 (bad) or 5 (good), but would be less likely to use the intermediate values of 2 through 4.  In contrast, if subjects judged verbs to vary gradiently in grammaticality when used with an implicit object, then some verbs would receive low ratings, some would receive high ratings, and some would receive intermediate ratings.

The latter scenario was found to be the case in the current study.  The two-argument verbs used in the target sentences (Implicit Objects) received average grammaticality judgments that varied from low to high and included many intermediate judgments, as shown in the graphs in Figure 8 for both the perfective sentences (a) and the imperfective sentences (b).  The verbs are ordered from low to high grammaticality to highlight the gradient nature of the judgments across verbs.
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Examples:


Low grammaticality:  Jack had made.


Intermediate grammaticality:  Jack had seen.


High grammaticality:  Jack had packed.
a. Two-argument verbs used in the target sentences (Implicit Objects), with perfective aspect.
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Examples:


Low grammaticality:  Jack was bringing.


Intermediate grammaticality:  Jack was catching.


High grammaticality:  Jack was eating.
b. Two-argument verbs used in the target sentences (Implicit Objects), with imperfective aspect.

Figure 8 . Two-argument verbs used in the target sentences (Implicit Objects).

In contrast, subjects did not show this extent of gradient judgments across verbs for the two-argument verbs used in the control sentences (Overt Objects), as shown in the graphs in Figure 9 for the perfective sentences (a) and the imperfective sentences (b).  As above, the verbs are ordered from low to high grammaticality.  The lower grammaticality judgments of less than 4.00 were likely due to subjects finding particular combinations of verbs with perfective or imperfective aspect to be less grammatical since the low-rated verbs used with perfective aspect were not the same verbs as the low-rated verbs used with imperfective aspect.  This discrepancy suggests that the lower grammaticality judgments for these verbs was due to isolated problems of their use with perfective or imperfective aspect, and not to the use of these verbs in a transitive sentence with an overt object.
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Examples:


Low grammaticality:  Jack had watched a movie.


Intermediate grammaticality:  Jack had drunk a Pepsi.


High grammaticality:  Jack had eaten a sandwich.

a. Two-argument verbs used in the control sentences (Overt Objects), with perfective aspect.
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Examples:


Low grammaticality:  Jack was liking a painting.

Intermediate grammaticality:  Jack was seeing a flower.


High grammaticality:  Jack was putting a plate on the table.

b. Two-argument verbs used in the control sentences (Overt Objects), with imperfective aspect.

Figure 9 .  Two-argument verbs used in the control sentences (Overt Objects).

Thus, in order to make sure that gradient judgments were not simply the result of subjects finding particular combinations of verbs and perfective or imperfective aspect to be of lower grammaticality, verb/aspect combinations that received ratings lower than 4.00 when used with an overt object were removed from further analyses.  Perfective uses of watch, write, drink, like, and get were removed, as were imperfective uses of like, want, see, find, and hear.
One further concern might be that subjects’ intermediate ratings reflect indecision about the intended interpretation of the implicit object sentence.  For example, subjects might consider an no-object sentence containing the verb hang (“David was hanging”) to be ungrammatical under an implicit object interpretation (meaning that there’s something that David was hanging), but to be grammatical under a reflexive readings (meaning that it was Jack himself who was hanging).  Confronted with both an ungrammatical interpretation and a grammatical interpretation, subjects may have provided an intermediate rating.

To address this problem, of the verbs that were not already removed because of aspectual concerns above, five additional verbs that had been identified by subjects in the follow-up section of the judgment task as carrying alternative meanings were removed.  The imperfective uses of show (to be pregnant) and give (to be generous) were removed, as were both the perfective and imperfective uses of the verbs open (to be the opening act), hang (to hang oneself from something), and call (definite implicit object interpretation:  “Miles was calling you”).

As shown in Figure 10, the average grammaticality judgments for the remaining verbs for both the perfective (a) and imperfective (b) target sentences (Implicit Object) still vary gradiently across verbs.  Thus, this gradiency appears to be due to the absence of the object and not to incompatibilities between certain verbs and perfective or imperfective aspect, or to subjects’ indecision in rating sentences that have a second grammatical non-implicit object interpretation.
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a. Two-argument verbs used in the target sentences (Implicit Objects), with perfective aspect.
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b. Two-argument verbs used in the target sentences (Implicit Objects), with imperfective aspect.

Figure 10 .  Two-argument verbs; problematic verb-aspect combinations removed.

Similarly, as expected, average grammaticality judgments were also consistently high across the set of one-argument verbs used (correctly) in the filler No Object sentences (correctly) without objects.  This is shown in Figure 11

 REF _Ref151249270 \n \h 
 \* MERGEFORMAT a.  In contrast, average grammaticality judgments were consistently low across the set of one-argument verbs used (incorrectly) in the filler Overt Object sentences, thus demonstrating that subjects did not consider all sentences with overt objects to be highly grammatical, but only those sentences containing two-argument verbs.  This is shown in Figure 11

 REF _Ref151249272 \n \h 
 \* MERGEFORMAT b.
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High grammaticality:  Jack had fallen. / Jack was falling.
a. One-argument verbs used in the filler No Objects sentences (with perfective and imperfective aspect combined).

[image: image22.emf]1

2

3

4

5

laugh cry stand

arrive

fall

come sleepdisappear die

frown

Verb

Average Grammaticality Judgment

          .


Example:


Low grammaticality:  Jack had fallen a carpet. / Jack was falling a carpet.
b. One-argument verbs used in the filler Overt Objects sentences (with perfective and imperfective aspect combined).

Figure 11 .  One-argument verbs used in the filler sentences.

Thus, the gradiency across verbs in subjects’ judgments of implicit object sentences appears to be due to the absence of the object and not to general performance effects, incompatibilities between certain verbs and perfective or imperfective aspect, or to subjects’ indecision in rating sentences that have a second grammatical non-implicit object interpretation.
2.3.2.2 Contributions of Semantic Selectivity, Telicity, and Perfectivity

The contributions of semantic selectivity (SPS), telicity, and perfectivity were statistically assessed in separate analyses, and then a multiple linear regression analysis was performed to determine whether and to what extent the combination of the three factors of semantic selectivity, telicity, and perfectivity contributed to the prediction of grammaticality across verbs.

Semantic Selectivity

A simple correlation between SPS and average grammaticality judgment of the implicit object sentences was found to be significant (r = 0.66, p < 0.05), with grammaticality judgments increasing as SPS increased.  See Figure 12.  Note that although the linear increase is statistically significant, it is not without a good deal of noise.
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Figure 12 .  SPS and Average grammaticality judgments.

Telicity

A one-way ANOVA found Average Grammaticality Judgment of the implicit object sentences to differ according to telicity (F = 11.357, p < 0.05), such that telic verbs received lower grammaticality judgments (average judgment = 2.55, (M = 0.17), while atelic verbs received higher grammaticality judgments (average judgment = 3.33, (M = 0.16).  See Figure 13.
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Figure 13 .  Telicity and average grammaticality judgments.

Perfectivity

Average Grammaticality Judgment of the implicit object sentences was lower for perfectives (average judgments = 2.73, (M = 0.15) than for imperfectives (average judgment = 3.20, (M = 0.19).  This difference was found to be close, but not quite significant in a one-way ANOVA (F = 3.630, p = 0.06).  See Figure 14.
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Figure 14 .  Perfectivity and average grammaticality judgments.

Combined Effect (Multiple Linear Regression)

A multiple linear regression was performed to assess whether and to what extent the combination of the three factors of semantic selectivity, telicity, and perfectivity contributed to the prediction of Average Grammaticality Judgment of the implicit object sentences across verbs.  The multiple linear regression was found to be significant (F = 9.684, p < 0.05), with each of the three factors significantly contributing to the prediction.  However, the amount that each contributed was relatively small:  semantic selectivity accounted for 12% of the variance in the data, telicity accounted for 7% and perfectivity accounted for 6%.

Regression as a Linguistic Model

The fact that a multiple linear regression provides a significant model of the effect of the three factors of semantic selectivity, telicity, and perfectivity on the gradient grammaticality of an implicit object raises the question of whether it is sufficient as a linguistic model.

In fact, the linguistic model in this chapter and a linear regression model share some properties in common, most notably that they are additive.  In the proposed linguistic model, the relative grammaticality of an implicit object output is defined as the sum of the probabilities of the relevant constraint orders; for example, the grammaticality of an implicit object for an Atelic Imperfective input was defined in (61) as p(*I » {F, T, P}) + p(T » *I » {F, P}) + p(P » *I » {F, T}) + p({T, P} » *I » F).  In a multiple linear regression model, the relative grammaticality of a sentence with an implicit object is defined as the sum of weighted variables, as shown in (65).

52. Y = a + b1(X1) + b2(X2) + … + bp(Xp)

Moreover, other parallels can be drawn between the linguistic features of the model presented in this chapter and a multiple linear regression.

In the linguistic model in this chapter, the input to the grammar includes the verb, its argument structure, its semantic selectivity, and the aspectual properties of telicity and perfectivity.  Constraints on the grammar define well-formedness conditions on the output of the grammar with respect to these input properties.  The grammatical output is the candidate output that incurs the least serious violations of the constraints, or more specifically in terms of the current analysis, the relative grammaticality of a candidate output is defined as the relative proportion of times that the candidate is returned as the grammatical output over multiple optimizations.

In the regression model, the “input”, the “constraints”, and the “constraint ranking probabilities” are essentially collapsed and instantiated as the weighted variables of semantic selectivity, telicity, and perfectivity.  That is, each of the variables concern the relevant properties of the input and the weighting of a variable determines the effect of each variable similar to the way that the constraint ranking probabilities determine the effect of each constraint.  The relative grammaticality of a candidate output is defined as the output value that is returned given the particular input values of semantic selectivity, telicity, and perfectivity.

In future work, it would be worth considering how a multiple linear regression model could be incorporated into a larger linguistic framework. 

2.3.3 Discussion

In summary, the grammaticality judgments of the implicit object construction were found to be gradient in nature across verbs, and to vary in accordance with the three factors of semantic selectivity, telicity, and perfectivity.  Moreover, the relative grammaticality of an implicit object was shown to be affected most by the SPS of the particular verb, followed by telicity and then perfectivity.

These results simply could not be accounted for in a traditional linguistic analysis which assigns categorical grammaticality or ungrammaticality in accordance with constraints or rules that apply absolutely.  For example, it is not the case that there is a cutoff value for SPS which distinguishes between verbs that allow an implicit object from verbs that do not; rather as SPS increases along a continuum so too does the relative grammaticality of an implicit object.  Similarly, the effect of telicity and perfectivity is to reduce the grammaticality of an implicit object but not to render it completely ungrammatical.

Thus, the flexibility of the linguistic analysis presented in the previous section is needed to capture the range of variation in the grammaticality of an implicit object across verbs.  The next section explores a precise characterization of the implicit object construction in English, using the formal linguistic framework proposed in this chapter.  Specifically, the grammaticality judgment data collected in this study are used to generate the ranking probabilities for the English implicit object construction.
2.4 Finding the Constraint Ranking Probabilities for English

Having obtained grammaticality judgment data for the use of an indefinite implicit object across verbs in English, it is now possible to estimate the constraint ranking probabilities for the English grammar.

The analysis proposed in Section 2.2 (Linguistic Analysis) is that the relative grammaticality of the implicit object construction across verbs is equal to the probability with which the implicit object output is returned across all possible rankings of the relevant constraints.  Three separate linear reranking functions were defined for the relative orderings of the constraint * Int Arg, which is violated by an overt object in the output, to each of the other three constraints, Faith Arg, Telic End, and Perf Coda, which are violated by the absence of an object argument in the output.  These linear functions were defined in terms of SPS; the SPS of the particular verb in the input is taken as the input to the linear functions and the outputs of the three functions are the probabilities with which * Int Arg dominates each of the other three constraints.  The probabilities with which * Int Arg dominates the other constraints determines the relative probabilities of each of the eight possible constraint orderings which thus determines the relative probability (and thus grammaticality) of the implicit object output for a given input.
This section works backwards from the obtained grammaticality judgments (from the grammaticality judgment study of the previous section), equating the grammaticality judgments to the relative probability of the implicit object output for a particular input, and using this information to estimate the relative probabilities of each of the eight possible constraint orderings and thus the probabilities with which * Int Arg dominates the other constraints.  Excel Solver was used to estimate the parameters, such that overall sum-squared error between the predictions of the model and the actual grammaticality judgment data is minimized
.

Following the estimation of the six parameters of the ranking functions is an assessment of the model in terms of the size of the overall summed error and the correlations between the predictions of the model and the actual grammaticality judgment data for each type of aspectual input (telic, perfective) across SPS values.  In other words, it is asked how well the estimated rankings capture the gradient grammaticality of an implicit object across verbs; to the extent that the model captures the data with relatively few free parameters, it can be considered a successful analysis.

2.4.1 Estimation of Unknown Variables

In Section 2.2.5 (Probabilistic Ranking of Constraints) it was shown that the probability of an implicit object output for a particular input (a verb, plus its associated SPS, telicity, and perfectivity) was equal to the sum of the probabilities of the individual partial orderings that give rise to an implicit object.

For example, the probability of an implicit object output for a telic perfective input is equal to the one partial ordering that results in an implicit object, p(*I » {F, T, P}).  This was shown in (58) and is repeated here in (66).  An example of a telic perfective input is the verb find, which is inherently [+ Telic] and which can be specified for [+ Perfective].

53. p(implicit)Telic Perfective = p(*I » {F, T, P})

The probability of an implicit object output for this input can be found by taking the joint probabilities of the independent pairwise rankings that comprise the ordering in (66):  p(*I » {F, T, P}), p(*I » F), p(*I » T), and p(*I » P).  This is shown in (67).

54. p(implicit)Telic Perfective = p(*I » F) ( p(*I » T) ( p(*I » P)

A second example is the probability of an implicit object output for an atelic imperfective input.  The probability is equal to the sum of the four orderings that result in an implicit object, p(*I » {F, T, P}), p(T » *I » {F, P}), p(P » *I » {F, T} ), and p({T, P} » *I » F).  This was shown in (61) and is repeated here in (68).  An example of an atelic imperfective input is the verb eat, which is [0 Telic] and which can be specified for [+ Imperfective].

55. p(implicit)Atelic Imperfective = p(*I » {F, T, P}) + p(T » *I » {F, P}) + p(P » *I » {F, T}) + p({T, P} » *I » F)

The probability of an implicit object output for this input can be found by taking the joint probabilities of the independent pairwise rankings that comprise the ordering in (68).  These are shown in (69).

56. p(implicit)Atelic Imperfective = 
[image: image26.wmf][

]

 P)

»

 

p(*I

T)

 

»

 

p(*I

 

 F)

»

 

p(*I

´

 

´

 + 
[image: image27.wmf](

)

[

]

 P)

»

 

p(*I

T)

 

»

 

p(*I

-

1

 

 F)

»

 

p(*I

´

 

´

 + 
[image: image28.wmf](

)

[

]

 P)

»

 

p(*I

-

1

T)

 

»

 

p(*I

 

 F)

»

 

p(*I

´

 

´

 + 
[image: image29.wmf](

)

(

)

[

]

 P)

»

 

p(*I

-

1

T)

 

»

 

p(*I

-

1

 

 F)

»

 

p(*I

´

 

´


The probabilities of the relative rankings of * Int Arg with each of the other three constraints were defined by linear functions which take the SPS of a verb as their input, relative to the minimum and maximum SPS.  These were introduced in (47) and (49) and are repeated here in (70) through (72).
57. p(*I » F) = 
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58. p(*I » T) = 
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59. p(*I » P) = 
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For the set of verbs considered in the grammaticality judgment study the minimum SPS was 0.72 (make) and the maximum was 4.80 (pour).  Each verb has its own associated SPS, thus leaving (j and (j as the only unknown variables.  (j and (j define the endpoints of the linear function which determine the relative rate at which * Int Arg dominates another constraint; (j is the rate at which * Int Arg dominates the constraint given the minimum SPS and (j is the rate at which * Int Arg dominates the constraint given the maximum SPS.  These six parameters ((j and (j, for each of p(*I » F), p(*I » T), and p(*I » P)), are the values that must be estimated using what information is known - the relative grammaticality of the implicit object output.

Take the example of the telic perfective input with the verb find (SPS = 0.96), which received an average grammaticality judgment of 1.93 when used with an implicit object and with perfective aspect (e.g., “Emily had found.”).  As shown in (73), 1.93 is taken as the probability
 of an implicit object for this input.  It was shown in (66) that the probability of an implicit object output for a telic perfective input is equal to the one ordering that results in an implicit object, p(*I » {F, T, P}), and then in (67) that the probability of this ordering is equal to the joint probabilities of the pairwise rankings.  Finally, the joint probabilities of the pairwise rankings (from (70) through (72) above) that comprise the one ordering that results in an implicit object are equal to the total probability of the implicit object output (this is what is shown in 73).  Filling in the SPS of the verb find and the maximum and minimum SPS across verbs, leaves only (j and (j, for each of p(*I » F), p(*I » T), and p(*I » P)) to be solved for.

60. 1.93 = 
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This is similarly shown in (74) for the example of the Atelic Imperfective input with the verb eat (SPS = 3.51), which received an average grammaticality judgment of 4.73 when used with an implicit object and with Imperfective aspect (e.g., “Emily was eating.”).  Note that to show the formula more succinctly, SPSmax - SPSmin, which is equal to 4.80 - 0.72, is shown below as 4.08.  Also, SPSi - SPSmin, which is equal to 3.51 - 0.72, is shown below as 2.79.
61. 4.73 = 
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The values of (j and (j, for each of p(*I » F), p(*I » T), and p(*I » P)) can be estimated in accordance with the relationship between the obtained grammaticality judgments (1.93 for the verb find used with perfective aspect and 4.73 for the verb eat used with imperfective aspect and all of the judgments for the other verbs) and the calculations that define the probability of the implicit object output for each input.
(j and (j are the endpoints of the linear functions which determine the rate at which * Int Arg dominates each of Faith Arg, Telic End, and Perf Coda.  These were estimated across the set of 42 grammaticality judgments using Excel Solver, such that (j and (j were required to fall between 0 and 1, and the summed squared error between the average grammaticality judgment data (converted linearly to fall between 0 and 1) and the grammaticality that is output by the analysis using the estimated parameters (which also falls between 0 and 1) was minimized.

2.4.2 Parameters of the Linear Functions

The values of (j and (j, for each of p(*I » F), p(*I » T), and p(*I » P) that were returned in accordance with the grammaticality judgments from the study are shown in Figure 15, Figure 16, and Figure 17 below respectively.

p(*I » F) contained the unknown variables (1 and (1, which defined the minimum and maximum rate, respectively, at which * Int Arg dominates Faith Arg in accordance with low and high SPS.  The minimum rate, (1, was estimated at 0.70, and the maximum rate, (1, was estimated at 0.82.  As shown in Figure 15, the probability of * Int Arg dominating Faith Arg shows an incline across SPS though it is not very steep.  For low SPS verbs, * Int Arg dominates Faith Arg with a probability of 70% and for high SPS verbs, * Int Arg dominates Faith Arg with a probability of 82%.  This shows that in the grammar of English, * Int Arg generally tends to dominate Faith Arg, and somewhat more so for verbs of higher SPS as expected on linguistic grounds.
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Figure 15 .  p(*I » F) as a function of SPS.

p(*I » T) contained the unknown variables (2 and (2, which defined the minimum and maximum rate, respectively, at which * Int Arg dominates Telic End.  The minimum rate, (2, was estimated at 0.36, and the maximum rate, (2, was estimated at 1.00.  As shown in Figure 16, the probability of * Int Arg dominating Faith Arg shows a steep incline across SPS.  For low SPS verbs, * Int Arg dominates Faith Arg with a probability of only 36% and for high SPS verbs, * Int Arg dominates Faith Arg with a probability of 100%.
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Figure 16 .  p(*I » T) as a function of SPS.

p(*I » P) contained the unknown variables (3 and (3, which defined the minimum and maximum rate, respectively, at which * Int Arg dominates Perf Coda.  The minimum rate, (2, was estimated at 0.65, and the maximum rate, (2, was estimated at 0.80.  As shown in Figure 17, the probability of * Int Arg dominating Perf Coda shows an incline across SPS though it is not very steep.  For low SPS verbs, * Int Arg dominates Perf Coda with a probability of 65% and for high SPS verbs, * Int Arg dominates Perf Coda with a probability of 80%.  This shows that in the grammar of English, * Int Arg generally tends to dominate Perf Coda, only somewhat more so for verbs of higher SPS.
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Figure 17 .  p(*I » P) as a function of SPS.

There is no single ranking of constraints that characterizes the English grammar.  That is, it is not the case that * Int Arg always dominates one or more of the other three constraints, or vice versa.  It is not possible, either, to identify a predominant ranking of English, such as * Int Arg tending to dominate one or more of the other three constraints, or vice versa.  The generalization that can be made, however, is that * Int Arg is more likely to be ranked above each of the other three constraints when SPS is high than when SPS is low.  This tendency is most pronounced for the relative ranking of * Int Arg and Telic End.
2.4.3 Overall Predicted Grammaticality of an Implicit Object

The estimated values of (j and (j, for each of p(*I » F), p(*I » T), and p(*I » P) can be used to find the predicted probability (and thus grammaticality) of an implicit object in accordance with SPS across the various inputs types.  Section 2.2.5.3 (Probabilistic Ranking Functions) provides the calculations for p(implicit)Telic Perfective, p(implicit)Telic Imperfective, p(implicit)Atelic Perfective, and p(implicit)Atelic Imperfective.
Figure 18 shows the probability of the implicit object output for telic perfective, telic imperfective, atelic perfective, and atelic imperfective inputs across SPS ranging hypothetically from 0 to 5, based on the estimated values of (j and (j, for each of p(*I » F), p(*I » T), and p(*I » P).  For all types of input, the grammaticality of an implicit object is modeled as gradiently increasing as a function of SPS.
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Figure 18 .  Predicted probability of the implicit object output.

The probability of the implicit object output is highest for atelic imperfective inputs, with a slight increase in accordance with increasing SPS.  The effect of SPS on the probability of an implicit object output is similar for the atelic perfective inputs, but is overall generally lower than for the atelic imperfectives.

Telic inputs show the greatest effect of SPS, with the probability of the implicit object output increasing more steeply in accordance with SPS than for atelic inputs.  However, telic inputs show a lower probability of the implicit object output overall than atelic inputs.

The interaction between the atelic perfective inputs and the telic imperfective inputs concerns the effect of SPS.  An implicit object output is of higher probability for a low SPS atelic perfective input than for a low SPS telic imperfective input, but is of higher probability for a high SPS telic Imperfective input than for a high SPS atelic perfective input.  This corresponds to the steep function of p(*I » T) compared to the much shallower function of p(*I » P).
2.4.4 Assessment of the Model

Having looked at the nature of the rankings that result from the estimated parameters, it is important to ask what aspects of the variability in the grammaticality judgments across verbs the model is able to capture.  How close are the predicted grammaticality judgments to the actual judgments that were obtained in the study and that were used to estimate the ranking parameters?  The extent that the model (six parameters) closely corresponds to the data (42 judgments) from which its parameter values were estimated can be considered a measure of the success of the analysis.  If it is possible to find parameter values that can capture the variability in the gradient grammaticality judgments across verbs, then the analysis can be said to be a successful account of implicit objects for the English grammar.  This section considers the extent to which the model successfully models the gradient grammaticality and where the model fails to capture a particular judgment.
2.4.4.1 Overall Error

First, as an overall measure of the extent to which the model’s predicted judgments correspond to the actual grammaticality judgment data, the summed squared error between the actual judgments converted to a scale from 0 to 1 and the model’s predicted grammaticality on a scale from 0 to 1 was found to be extremely low at 1.06.  (Minimum possible summed error is 0 and maximum possible summed error over the 42 sentences is 42.)  This indicates that, overall, the linguistic analysis model was able to capture the gradient grammaticality of the implicit object construction across verbs.
2.4.4.2 Individual Error

Second, the squared error for each of the 42 sentences was examined to identify cases of relatively high error, operationally defined as squared error greater than 0.50.  Only three instances were found, which demonstrates that overall the model quite successfully handles the assignment of gradient grammaticality in accordance with the factors of interest.  The three cases of particular high error involve the verbs wear, pour, and pack.
The first example is the atelic verb wear used with an implicit object with imperfective aspect; this sentence received a low average grammaticality judgment of 2 (on a scale from 1-bad to 5-good) while the model assigns it a higher grammaticality, the equivalent of 4.08 (converted from the 0 and 1 scale).  The second example is the atelic verb pour used with an implicit object with imperfective aspect; this sentence received a moderate average grammaticality judgment of 3.29 while the model assigns it a higher grammaticality, the equivalent of 4.26.  And the third example is the telic verb pack used with an implicit object with imperfective aspect; this sentence received an extremely high grammaticality judgment of 4.86, while the model assigns it a lower grammaticality, the equivalent of 3.85.

There is no immediately obvious additional factor which would account for the ungrammaticality of an implicit object with the verbs wear and pour or the grammaticality of an implicit object with the verb pack.  Wear is uncontroversially an atelic verb; in fact, it cannot be made telic even with the addition of various noun phrase objects or punctual adverbs such as “in an hour”.  Moreover, its SPS of 3.13 is more likely to be a low estimate of its semantic selectivity; its selection of clothing as an object argument is highly recoverable.  If its SPS were higher, then it would be even more likely to allow an implicit object; yet wear strongly resists an implicit object.
Pour is similarly uncontroversially an atelic verb, and its high SPS of 4.80 makes it a good candidate for an implicit object.  However, note that the average grammaticality judgment for pour used with imperfective aspect was 3.29, which is a moderate judgment rather than a low one.  Pour’s extremely high SPS (the highest in the set of verbs in the grammaticality judgment study) forces the model to assign a very high grammaticality to the implicit object output.

Finally, the underestimation of the grammaticality of an implicit object with the verb pack may stem from it being the sole telic verb in the set of verbs with an especially high SPS.  If more high SPS telic verbs had been included in the data set, it might have pushed the model to assign higher grammaticality to the implicit object output for verbs like pack.
2.4.4.3 Correlations

Finally, correlational analyses were carried out to identify whether the model’s grammaticality for an implicit object output across SPS for each aspectual type of input corresponds with the actual grammaticality judgments.

First, for telic perfective inputs, a significant correlation is found between the model’s output and the actual grammaticality judgments from the study (r = 0.835, p < 0.05), with grammaticality increasing across telic perfective inputs as a function of SPS.  This is shown in Figure 19.
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Figure 19 .  Model output vs grammaticality judgments for telic perfective inputs.

A significant correlation is also found for telic imperfective inputs between the model’s output and the actual grammaticality judgments from the study (r = 0.881, p < 0.05), with grammaticality increasing across telic imperfective inputs as a function of SPS.  This is shown in Figure 20.
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Figure 20 .  Model output vs. grammaticality judgments for telic imperfective inputs.

These correlations demonstrate that the linguistic analysis contains the appropriate structure and flexibility to be able to capture the gradient grammaticality of the implicit object construction for telic inputs.

However, for atelic imperfective and atelic perfective inputs, a significant correlation is not found.  As shown in Figure 21, there is a positive but weak relationship between the model’s output and the actual grammaticality judgments from the study (r = 0.258, p > 0.05).  Unlike the increase in the grammaticality judgments observed for telic verbs in accordance with SPS, the grammaticality judgments of the atelic verbs (here with perfective aspect) do not show much, if any, increase as a function of SPS.  Rather, they show moderate grammaticality judgments with a great deal of noise across the range of SPS.  The model grammaticality outputs are in the middle, but do not demonstrate the high variance.
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Figure 21 .  Model output vs. grammaticality judgments for atelic perfective inputs.

As shown in Figure 22, the relationship between the model’s output and the actual grammaticality judgments from the study for the atelic imperfective inputs are an even poorer fit (r = -0.0909, p > 0.05).  The grammaticality judgments of the atelic verbs (now with imperfective aspect) do not show an effect of SPS; rather, with a couple of exceptions, they are close to ceiling for high grammaticality judgments.  As for the atelic perfective inputs, the model grammaticality outputs for the atelic imperfective inputs are in the middle, but do not demonstrate the high variance.
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Figure 22 .  Model output vs. grammaticality judgments for atelic imperfective inputs.

The model’s lack of fit with the atelic inputs can in fact be traced to its structure.  It is not designed to give rise to (apparent) idiosyncratic gradient grammaticality; rather the gradiency must derive from the interaction of SPS with telicity, perfectivity, and general faithfulness to the argument structure.  If the data on which the parameters were estimated do not vary in accordance with SPS, then the model will be unable to capture the variation.  The best that it can do is to settle at the average of the judgments.

Whether the grammaticality of an implicit object with atelic verbs is truly unrelated to SPS, however, remains an open question because in the best case scenario, the atelic imperfective inputs, most of the grammaticality judgments obtained in the study are so high as to be at ceiling.  It may be the case that SPS does matter for the grammaticality of an implicit object for these inputs but the nature of the 5 point scale (as opposed to an open-ended scale such as magnitude estimation) is too limiting to allow this potentially subtle effect to be observed.
2.4.4.4 General Conclusions

The model shows difficulty in capturing variation in the grammaticality of an implicit object across atelic verbs; for these verbs an increase in SPS does not correspond to a steep increase in the grammaticality of an implicit object and as such, the model is unable to model the seemingly random variation.  However, the model is relatively successful in other areas.

The model embodies the effect of telicity as follows.  For low SPS verbs, p(*I » T) is quite low (as low as 0.36), while p(*I » F) and p(*I » P) are much higher (0.70 and 0.65 respectively).  In this way, the grammaticality of an implicit object is reduced for at least some telic verbs compared to atelic verbs.  (Compare Figure 19 and Figure 20 to Figure 21 and Figure 22).

The effect of perfectivity is more subtle, but it can also be found within the ranking probabilities.  p(*I » P) (0.65 to 0.80) is relatively high, but it is not at the maximum of 1.  This means that the combined effects of p(*I » P) with p(*I » F) result in higher rates of the implicit object output than p(*I » P) alone.  This accounts for the difference in the grammaticality of an implicit object for atelic perfective inputs compared to atelic imperfective inputs, as apparent in a comparison of Figure 21 to Figure 22.)

Finally, there is also a clear effect of SPS embodied in the model.  All of p(*I » F), p(*I » T), and p(*I » P) show an increase in accordance with SPS.  Interestingly, since it is mainly the telic verbs in the study that show much variation in accordance with SPS, the steepest function is embodied by p(*I » T), whereas p(*I » F) and p(*I » P) have much flatter slopes.  The “failure” of the model is thus only that it predicts increasing grammaticality of an implicit object with atelic verbs, but even though they show variation (which may be noise, or it may be due to an as yet unidentified factor) they do not differ as much in accordance with SPS as telic verbs do.
2.5 Acquisition

Given the analysis in this chapter of the grammaticality of an implicit object across verbs in the adult grammar, it is now possible to formulate questions about the child’s grammar.  The questions for acquisition include asking what the initial state grammar looks like, what predictions from the current analysis can be made about the learner’s production and comprehension of implicit objects, and how the mature grammar may be acquired.

2.5.1 Initial State of the Grammar (Production)
The constraints in an OT grammar are typically considered to be universal and innate (Prince & Smolensky, 1993/2004).  However, although the constraints themselves do not vary across languages, the ranking of these constraints may differ.  The task for the learner in acquiring the language is to determine the relative ranking of the constraints since the initial state of her grammar may not (and likely does not) correspond to the target adult grammar.

Smolensky (1996) has argued that, at least in the case of phonology, in the initial state of the grammar, markedness constraints are ranked above faithfulness constraints.  Smolensky (personal communication) has suggested that an analogy for syntax, in which the nature of constraints as markedness or faithfulness is a less clear distinction, is that the initial state is characterized by a ranking in which constraints that reduce contrast or structure be ranked above constraints that produce contrast or structure.

With regard to the four constraints introduced in this analysis, following Smolensky’s analogy to syntax, the initial ranking of constraints would place * Int Arg, the one constraint that reduces contrast or structure, in a position dominating the three other constraints, Faith Arg, Telic End, and Perf Coda, which produce contrast or structure.  Given this ranking, the grammar would over-generate the implicit object output across verbs.  That is, the optimal output for any two-argument input would include an implicit object rather than an overt object, as shown in Tableau 12 below.  Given its high ranking, * Int Arg which is always violated by the overt object output, makes the implicit object output optimal.  Thus, the output of the child’s grammar would look decidedly unadultlike.

Tableau 12.   If * Int Arg occupies a fixed position at the top of the hierarchy, the implicit object output (Candidate A) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [+ Telic], [+ Perfective]
	* Int Arg
	Faith Arg
	Telic End
	Perf Coda

	(
	A.  Jack had verbed.
	
	(
	(
	(

	
	B.  Jack had verbed something.
	(
	
	
	


As for other possible initial rankings of the constraints, in fact the number of possible initial state grammars is uncountable.  However, the range of possibilities can be characterized as either ranked or unranked.

The ranked possibilities encompass fixed orderings, partial fixed orderings, and probabilistic rankings.  The range of possible fixed rankings is the set of 24 orderings of the four constraints shown previously in Table 2.  The range of possible partial fixed rankings includes all possible reorderings of the four constraints in which one, two, or three constraints are organized in a fixed ranking while the position of the remaining constraint(s) may vary.  And the range of possible probabilistic rankings are those that make up the typology that was discussed in Section 2.2.6 (Predicted Typology).  Thus, the set of possible initial ranked grammars includes all possible reorderings of the four constraints as a fixed or partially fixed ordering or with the ordering determined probabilistically.  It is this latter possibility of probabilistically ordered constraints that make the total set of possibilities uncountable.

As for an unranked initial state grammar, there is only one possibility:  {* Int Arg, Faith Arg, Telic End, Perf Coda}.  In an unranked grammar, there is no order information over the four constraints.

Given this uncountable range of possible initial grammars, what criteria must be brought to bear on which grammar in fact constitutes the initial state?  In fact, the solution has already been discussed in the previous section, Section 2.4 (Finding the Constraint Ranking Probabilities for English).  Specifically, it was observed that in order to estimate the constraint rankings for English (or any other language for that matter), the relevant parameters concerned the independent relative rankings of * Int Arg to each of the three other constraints, Faith Arg, Telic End, and Perf Coda.  Crucially, it was argued shown that in order to estimate the constraint rankings based on the available grammaticality judgments, the three constraints Faith Arg, Telic End, and Perf Coda must be unranked with respect to one another in order to isolate the probabilities with which * Int Arg is ranked above each of them.  The problem is the same for the learner who must rank her grammar so that the language output that it generates corresponds to her language input.  In order for the learner to use the language input to adjust the constraint rankings in her own grammar, Faith Arg, Telic End, and Perf Coda must be unranked with respect to one another.  On these grounds, it is reasonable to rule out the possibility of an initial grammar which in any way imposes a relative ranking among Faith Arg, Telic End, and Perf Coda.
As for the relative ranking of * Int Arg to the set of unranked constraints, {Faith Arg, Telic End, Perf Coda}, this constraint must be assigned a ranking above or below the set of unranked constraints but not anywhere in between the other constraints since doing so would impose a ranking among them.  For example, if * Int Arg were ranked below Faith Arg, but above Telic End and Perf Coda, then by transitivity, Faith Arg would be ranked above Telic End and Perf Coda.
Following the analogy from Smolensky (1996), mentioned above, that constraints that reduce contrast or structure be ranked above constraints that produce contrast or structure, the initial ranking would be the ordering * Int Arg » {Faith Arg, Telic End, Perf Coda}, in which the three constraints dominated by * Int Arg are not ranked with regard to one another.

The only other alternative ranking to the one that accords with Smolensky’s (1993/2004, 1996) proposal, is the opposite ordering of {Faith Arg, Telic End, Perf Coda} » * Int Arg.  Given this ranking, the grammar would under-generate the implicit object output across verbs.  That is, the optimal output for any two-argument input would include an overt object rather than an implicit object, as shown in Tableau 13 below.  Although the overt object output violates * Int Arg, the implicit object output would violate the higher ranked constraint, Faith Arg (and may also violate the higher ranked constraints, Telic End and/or Perf Coda).  The output of this ranking would be overt object sentences that correspond to the transitive sentences that are output by the adult grammar, but unlike the adult grammar, the initial state grammar would not output any implicit objects.
Tableau 13.   If * Int Arg occupies a fixed position at the bottom of the hierarchy, the overt object output (Candidate B) is the optimal output for all verbs.

	Input:

verb (x,y), x = Jack, y = unspecified, SPS = n/a, [+ Past], [0 Telic], [0 Perfective]
	Faith Arg
	Telic End
	Perf Coda
	* Int Arg

	
	A.  Jack had verbed.
	(
	
	
	

	(
	B.  Jack had verbed something.
	
	
	
	(


Which of these two possibilities is the case may be able to be distinguished on empirical grounds, by investigating whether the young child’s productions show high rates of implicit objects that decrease with age (suggesting that * Int Arg is initially ranked above the other constraints) or low rates of implicit objects that increase with age (suggesting that * Int Arg is initially ranked below the other constraints).  This will be explored in Chapter 4 (Implicit Objects in Spontaneous Speech) in which the spontaneous speech of one young child and her mother are examined.

In addition to asking whether children over- or under-generate implicit objects across verbs, a related question concerns children’s acquisition of implicit objects with definite or specific referents, either in the preceding discourse or to an object that is salient in the physical surroundings.  Although English does not allow definite implicit objects (at least, not to a large extent), other languages such as Chinese, Japanese, Thai, and Brazilian Portuguese certainly do allow them.  While this chapter has not addressed the grammar of definite implicit objects, it is reasonable to consider that there is a high-ranking constraint which is violated by an implicit object output given a definite and/or specific internal argument in the input.  With regard to acquisition, it is possible that in the initial state of the learner’s grammar, * Int Arg is in a position high enough in the hierarchy that it also dominates a constraint violated by definite implicit objects.  As such, the young child may extend the omissibility of direct objects to both definite/specific and indefinite/nonspecific objects.  This will also be explored in Chapter 4 (Implicit Objects in Spontaneous Speech).
2.5.2 Comprehension

Given the proposal that the learner’s early grammar over- or under-generates implicit objects across verbs, what are the implications for the child’s comprehension of sentences with implicit objects?  Specifically, how does the learner identify that a surface intransitive sentence includes an implicit object?

Smolensky (1996) has shown that the learner’s early grammar, which may generate forms that are unadultlike, is not necessarily compromised when it comes to comprehension.  The logic of his approach is that although the child may produce unadultlike forms herself, these are not the forms she hears in the child-directed input.  Rather, she hears the forms generated by the adult grammar.  In order to interpret these forms, she evaluates only those form-meaning pairs in which the considered form corresponds to the given form.  Crucially, the child does not consider form-meaning pairs which contain a form that her grammar would have generated but which differs from the given form because this is not the form she is trying to interpret.

In the case of a transitive sentence with an overt object, even if the learner’s grammar would not have generated this sentence which includes an overt object, she is now faced with the task of comprehending this transitive sentence.  She therefore considers only those form-meaning pairs in which the form is a transitive sentence with an overt object.  Specifically, she might consider the following two form-meaning pairs:  a) a transitive sentence and a one-argument verb and b) a transitive sentence and a two-argument verb
.  Assuming that either Faith Arg or a similar constraint is violated when an overt object in the surface form corresponds to no internal argument in the meaning, the interpretation of the given sentence would be that of a two-argument verb.  In this way, a learner who produces only reduced forms is yet capable of interpreting forms with more structure.

As for the interpretation of a surface intransitive sentence, things are less straightforward.  This is because a syntactic intransitive frame may arise from one of two possible meanings:  a one-argument verb (e.g., sleep) or a two-argument verb (e.g., read). It is reasonable to assume a faithfulness constraint that penalizes a form-meaning pair in which the number of arguments in the meaning is greater than the number of arguments in the surface syntactic form; if the learner were to assume an underlying implicit argument for all surface intransitive sentences, she would misinterpret the true intransitive sentences (e.g., she would interpret verbs like sleep as two argument verbs).

However, in order to correctly interpret a sentence with an implicit object, the hearer must consider a form-meaning pair which maps a surface intransitive form with a two-argument verb, and this form-meaning pair must not lose in the evaluation to the alternative one-argument form-meaning candidate pair.  In order for this candidate pair to be the optimal output, there must be a constraint
 which the alternative candidate violates.  That is, in order to interpret a sentence as having an implicit object, this constraint must be violated by form-meaning pairs in which the meaning is that of a one-argument verb.  A constraint is proposed below in (75).

62. Max Argument Structure (Max Arg Struc)

The number of arguments in the meaning must correspond to the maximum number of overt noun phrases that the verb has been used with in the previous language input.

This constraint, Max Arg Struc, is similar to a class of output-output constraints as proposed by Burzio (2003, 2000), which require faithful mappings between forms across the language.  However Max Arg Struc, as formulated in (75) above, requires faithful mapping between the number of arguments previously observed in use with the particular verb and the number of arguments in the meaning.  This constraint functions to both liberally allow postulating an argument for which the given sentence does not directly provide evidence and conservatively avoid assuming an implicit object whenever the surface syntax is intransitive.

For example, for the verb eat, the maximum number of arguments for which the language has previously provided evidence is two.  Thus Max Arg Struc would be violated by a candidate form-meaning pair with a meaning that includes only a single argument, but satisfied by a candidate form-meaning pair with a meaning that includes two arguments.

This proposed constraint is in keeping with the original proposal of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), which points to the role of information that is available in the surface form across multiple sentences.  If the learner pays attention to the occurrence of a verb in multiple sentence frames, then she will find evidence for an internal argument that she can then apply in the case of a surface intransitive.

What this suggests for the learner is that it does not matter for comprehension whether the initial state of her grammar over- or under-generates implicit objects.  What matters is what she has learned about the verb’s argument structure from paying attention to the verb in a variety of possible sentence frames.

2.5.3 Acquisition of the Mature Grammar

Acquisition of the target grammar has been argued to involve a reranking of the constraints in the child’s initial grammar such that they generate forms which correspond to the language input (Legendre et al., 2002; Tesar & Smolensky, 2000).  If the child were always to arrive at a successful expression for a given meaning, there would be no motivation for her to adjust her grammar.  Rather, it is in the areas of mismatch between the forms her grammar generates and the forms she hears in the language input that provide the learner with information about what needs to be changed in her initial grammar.  Both of the initial state rankings (* Int Arg dominating Faith Arg, or Faith Arg dominating * Int Arg) provide conflict between the forms an initial state grammar would generates and the forms the learners would hear in the language input.

For the learner whose grammar initially ranks * Int Arg above the other three constraints, the existence of sentences containing overt indefinite or nonspecific objects (e.g., “Was John making anything?”) would suggest that one or more of the lower ranked constraints should be ranked higher in the hierarchy, above * Int Arg.

For the learner whose grammar initially ranks * Int Arg below the other three constraints, the existence of sentences containing implicit indefinite or nonspecific objects (e.g., “Was John reading?”) would suggest that one more or of the higher ranked constraints should be ranked lower in the hierarchy, below * Int Arg.

It may in fact be the case that both initial state grammars are possible, since for both of them, there exist situations which would alert the learner to the mis-ranking of her own grammar.

2.6 General Discussion

This chapter provided a linguistic analysis of the indefinite implicit object construction in the adult English grammar.  The analysis was formulated within the framework of Optimality Theory and incorporated a probabilistic ranking of constraints to give rise to gradient grammaticality of an implicit object across verbs in accordance with semantic selectivity (SPS), telicity, and perfectivity.  Specifically, the gradient grammaticality was derived from the probabilistic interaction of a constraint requiring omission of the object argument with three constraints requiring an overt object in accordance with telicity, perfectivity, and general faithfulness to the underlying argument structure.  The extent to which the former constraint was ranked above each of the other three constraints was assigned a function of increasing probability in accordance with the SPS of the particular verb in the input.  In this way, it is semantic selectivity that exerts the greatest effect over the grammaticality of an indefinite implicit object, with the factors of telicity and perfectivity serving to further reduce grammaticality.

It was shown in the grammaticality judgment study that grammaticality of an implicit object across verbs is indeed graded, and that the factors of semantic selectivity (SPS), telicity, and perfectivity affect the relative grammaticality of an implicit object.  Moreover, the framework of the analysis was shown to be able to find ranking probabilities that result in a model that corresponds quite well to the English grammaticality judgment data.

Thus, in accordance with previous reports, the linguistic analysis in this chapter suggests that the grammaticality of an implicit object across verbs in the adult grammar is systematic rather than completely idiosyncratic, but it also suggests that it is graded rather than categorical.  However, the gradient grammaticality of an implicit object may not necessarily translate directly to expected gradient frequency of implicit objects.  In fact, although Resnik (1996) reported some variation in the frequency of an implicit object across verbs which he found to be correlated with the measure of SPS, there were several verbs that never occurred with implicit objects in Resnik’s count that received intermediate grammaticality judgments in the current study.

This suggests at least a couple possibilities.  One is that the verbs that received intermediate grammaticality judgments when used with an implicit object in the current study are very infrequently (if ever) included in an input with an indefinite and unspecified internal argument.  That is, if the input were ever to arise, an implicit object output would be expected, but if the input were never actually to arise, then the implicit object output would also never occur.  A second possibility is that there is a criterion such that any output form with less than a certain level of grammaticality is simply never produced.  In this way, forms of low or intermediate grammaticality may not make the cut, but forms of high grammaticality will occur in a corpus. 

It is often suggested that using an implicit object is optional for a particular verb; eat allows an implicit object (e.g., Jack was eating) but doesn’t require one (e.g., Jack was eating lunch).  In contrast to this view, but in keeping with the approach of standard Optimality Theory that each optimization returns a single grammatical output, this analysis treats indefinite implicit objects as obligatory in certain contexts and ungrammatical in others.  That is, given an input with an indefinite unspecified internal argument with a highly selective and atelic verb, and imperfective aspect, the implicit object output is obligatory.  Given an input with an indefinite unspecified internal argument with a low selective and telic verb, and perfective aspect, it is the overt object output that is obligatory and the implicit object output is ungrammatical.

However, optionality becomes relevant when not dealing with the extremes.  With variation in semantic selectivity, telicity, and perfectivity, the relative obligatoriness of the implicit object output varies.  And in fact, even for a verb such as eat, the grammaticality of the implicit object output is not 100%.  To the extent that the implicit object output is ungrammatical, the overt object output becomes grammatical.  In this sense, an implicit object may be optional, but the optionality is not necessarily a 50% chance of one output versus the other.  In the example of eat, the use of an overt indefinite object output is not completely ruled out, but the use of an implicit object is preferred; with the use of an overt object such as “something”, the interpretation is rather that of a definite implicit object output (the interpretation being that there is something specific that is eaten).

With regard to the comprehension of a surface intransitive sentence as including an implicit object, it was argued that in order to distinguish surface intransitive sentences (with an implicit object) from true intransitive sentences (with no internal argument), the hearer must know the argument structure of the verb.  In the case of the learner who is still acquiring the argument structure of many verbs, she would be expected to interpret a surface intransitive sentence as involving only one argument if she has no prior experience with a verb that would lead her to believe the verb’s meaning includes a second argument.  However, if the learner has heard the verb used previously in a transitive sentence, then she has evidence on which to base a hypothesis that the verb’s meaning includes an internal argument even when the surface syntax doesn’t include the overt argument.
With regard to their own production of sentences with either implicit or overt objects, children may over- or under-generate implicit objects.  If they over-generate, it would be the instances of overt indefinite objects that would motivate a reranking of their grammar.  If they under-generate, then the occurrence of implicit objects would be the trigger that would motivate a reranking of their grammar.  In both cases, what would be needed would be knowledge that the verb’s argument structure includes an internal argument and knowledge of the verbs’ selection of argument classes in order to recover the actual meaning of the implicit object.
Chapter 3.  Verb Semantic Preferences

3.1 Introduction

In the previous chapter, Chapter 2 (Linguistic Analysis), it was suggested that being able to identify an implicit object would require knowledge of the verb as taking two (or more) arguments, that being able to recover the meaning of an indefinite implicit object would require knowing the verbs’ semantic selectional preferences, and that learning to restrict the use of indefinite implicit objects in production to only certain verbs may require knowledge of the relative strength of a verb’s selectional preferences in combination with its aspectual properties.

Given the important role of semantic selectivity as described above, this chapter investigates children’s knowledge of verbs’ semantic selectional preferences at the point at which they are likely to be productively using the implicit object construction in their own spontaneous speech.  The results in this chapter expand upon a previous study by Nicol, Landau, and Resnik (2003).  In the previous and the current study, children’s and their mothers’ verbs’ semantic selection preferences were assessed using two measures.  The first measure, Resnik’s (1996) SPS, calculated verbs’ selectional preferences for various argument classes.  This measure was described in detail Chapter 1 (Introduction).  The second measure, Object Similarity (OS), which was developed to assess the average pairwise judged similarity of a verb’s direct objects.  This measure will be introduced in full in this chapter.  OS crucially differs from SPS in two important ways.  First, similarity judgments are based on the actual noun phrases that were used along with any determiners, adjectives, and adjuncts, rather than the more general argument classes they belong to.  Second, OS is based on people’s judgments of pairwise similarity and, as such, it provides a psychological measure of the cohesiveness of a verb’s objects.

In the current study, SPS and OS were investigated in the spontaneous speech of a young child and her mother at two different age periods (2;6 to 3;0 years and 3;6 to 4;0 years) and in the elicited speech of children and their mothers during the same two age periods.  The goal of this chapter is to assess whether children’s early knowledge of verbs’ semantic selectional preferences is sufficiently developed to put them in a position to recover the meaning of an implicit object and to appropriately restrict their own use of implicit objects in spontaneous speech.

This chapter includes two studies of verbs’ semantic preferences, one looking at the spontaneous speech of a young child and her mother over two age periods (2;6 to 3;0 years, and 3;6 to 4;0 years) in Section 3.2 (Experiment 1:  Verb Semantics in Spontaneous Speech) and one looking at the elicited speech of a group children and their mothers over these same two age periods in Section 3.3 (Experiment 2:  Verb Semantics in Elicited Speech).
3.2 Experiment 1:  Verb Semantics in Spontaneous Speech

The first experiment analyzed Selectional Preference Strength (SPS; Resnik, 1996) and Object Similarity (OS) for verbs as they were used by one child and her mother in spontaneous speech.  Looking at spontaneous speech allowed the characterization of verb semantics in naturalistic conversation without manipulation of the verb or the context.  Productions were analyzed for the child and her mother during two age periods:  between 2;6 and 3;0 years, and between 3;6 and 4;0 years.

3.2.1 Corpora

The source of spontaneous speech was the Sarah corpus (R. Brown, 1973), available through the CHILDES database (MacWhinney, 2000).  Sarah and her mother’s spontaneous productions were analyzed over the periods that Sarah was between 2;6 and 3;0 and between 3;6 and 4;0 years.

As shown in Table 6, there were 24 files available for ages 2;6.4 through 2;11.30 and 23 files available for ages 3;6.6 through 3;11.29.  MLU was calculated using the CLAN program within the CHILDES system (MacWhinney, 2000), which computes MLU according to Brown’s guidelines (R. Brown, 1973).  Sarah’s MLU was found to range between 1.48 and 2.41 at the younger period (average MLU = 1.97) and was higher at the older period, when it ranged between 2.24 and 3.70 (average MLU = 3.15).  Sarah’s mother’s MLU was also found to be higher at the older age period (MLU = 4.24) than at the younger age period (MLU = 3.75).

	Ages 2;6 to 3;0
	Ages 3;6 to 4;0

	Age
	MLU
	Age
	MLU

	
	Sarah
	Mother
	
	Sarah
	Mother

	2;6.4
	1.48
	3.59
	3;6.6
	2.79
	3.21

	2;6.13
	1.66
	3.66
	3;6.16
	2.94
	3.73

	2;6.20
	1.77
	3.17
	3;6.23
	3.06
	3.96

	2;6.30
	1.71
	3.22
	3;6.30
	3.52
	3.87

	2;7.5
	1.73
	3.33
	3;7.9
	3.22
	4.12

	2;7.12
	2.03
	4.43
	3;7.16
	3.70
	4.53

	2;7.18
	1.64
	3.51
	3;7.23
	3.31
	4.44

	2;7.28
	1.78
	3.75
	3;7.30
	3.30
	4.12

	2;8.2
	1.88
	3.66
	3;8.6
	3.32
	4.15

	2;8.25
	2.08
	3.72
	3;8.12
	3.27
	4.47

	2;8.25
	2.41
	4.19
	3;8.20
	3.32
	3.71

	2;9.0
	1.93
	3.99
	3;8.27
	2.91
	4.09

	2;9.6
	2.23
	3.71
	3;9.3
	2.92
	3.81

	2;9.14
	1.89
	4.13
	3;9.18
	2.24
	3.43

	2;9.20
	1.91
	4.54
	3;9.26
	3.32
	4.89

	2;9.29
	2.07
	4.19
	3;9.26
	3.28
	4.96

	2;10.5
	2.36
	3.56
	3;10.1
	2.80
	3.86

	2;10.11
	2.06
	3.30
	3;10.9
	3.06
	4.95

	2;10.20
	2.25
	3.84
	3;10.16
	3.42
	4.45

	2;10.24
	1.96
	3.56
	3;10.30
	3.24
	3.80

	2;11.2
	2.22
	3.51
	3;11.9
	3.36
	4.94

	2;11.17
	2.24
	3.95
	3;11.16
	2.98
	5.28

	2;11.23
	2.31
	3.80
	3;11.29
	3.28
	4.65

	2;11.30
	1.62
	3.71
	
	
	

	
	
	
	
	
	

	Average
	1.97
	3.75
	Average
	3.15
	4.24


Table 6 .  Files analyzed from the Sarah corpus (R. Brown, 1973).

Files were analyzed over the periods that Sarah was between 2;6 and 3;0 years and 3;6 to 4;0 years.  MLU was calculated using the CLAN program within the CHILDES system (MacWhinney, 2000).

3.2.2 Coding

The corpus was manually searched for utterances containing 29 of the 30 verbs which Resnik (1996) originally analyzed and which were also analyzed in Chapter 2 (Linguistic Analysis) of this dissertation.

The verb see was not coded in the current analysis nor in Chapter 4 (Implicit Objects in Spontaneous Speech) because it was frequently used without a direct object as a verb of apprehension (e.g., "You see?" meaning "Do you understand?") rather than a transitive verb of perception (e.g., "See (the book)?").  Since it was often difficult to distinguish which meaning was intended, this verb was excluded all together from the analysis of implicit objects in Chapter 4, and thus was also excluded from analyses in the current chapter.

In addition, following Cote (1996), who excluded null PP complements and null NPs inside of PPs from her analysis of null arguments in English, instances of play with were excluded from the current analysis because it is not clear whether an object should be coded as a complement of the verb play, or of the preposition with inside of a PP, or whether even play with should be treated as a unit, similar (but not identical to) verb-particle constructions such as “tie up” or “throw out”.

For each verb, its complement was coded in one of the following three categories:  Indefinite Implicit Object, Definite Implicit Object, or Overt Object.  Since the verbs investigated in the current study are all maximally two-argument verbs, the absence of an overt object was always considered to be an instance of an implicit object.  In the current chapter, only the Full NP objects were analyzed (pronouns, wh-phrases, sentential complements, and prepositional phrases were not included in the analysis and calculation of a verb’s semantic selectivity).

Each file was coded by an experimenter or by one of two research assistants.  Nineteen files were coded exclusively by the experimenter, 21 by a second research assistant, and 7 by a third research assistant.  All 28 files coded by the research assistants were checked by the experimenter; 13 of these files (46%) were checked line by line, while the remaining 15 (54%) were checked only for correct coding of implicit objects as indefinite or definite.  (This distinction for implicit objects will be clarified in Chapter 4 (Implicit Objects in Spontaneous Speech).)  Of the 13 files that were completely checked, agreement for the coding of objects as overt/implicit and identifying the appropriate object in the sentence was 94%.

All further coding of Sarah’s and her mother’s spontaneous speech for the purpose of analyzing their use of implicit objects is laid out in Chapter 4 (Implicit objects in Spontaneous Speech).
3.2.3 Measures of Verb Semantics

3.2.3.1 Selectional Preference Strength (SPS)

The calculation of Selectional Preference Strength (SPS) was described in Chapter 1.  This measure specifies the amount of information a verb carries about its arguments by comparing two distributions:  a baseline distribution of the argument classes of the direct objects in a corpus, and the distribution of the argument classes of the direct objects for a particular verb.
In the current experiment, SPS was calculated using the argument class taxonomy of WordNet 1.7.1, and as such, the analysis included only the head nouns of the direct object full noun phrases that were listed in this database.
3.2.3.2 Object Similarity (OS)

Overview

Object Similarity (OS) was developed to measure the psychological similarity of the direct objects that were used with a verb.  In contrast to SPS, which characterizes verbs’ selectional preferences for argument classes, OS measures the similarity of the actual nouns (or noun phrases) to one another.  Importantly, OS similarity is evaluated according to adult judgments, thereby providing a psychological measure of the internal cohesiveness of the direct objects selected by a verb.

The following section describes the method of obtaining similarity judgments for a verb’s objects.
Similarity Judgment Task

OS was calculated for each of the verbs as they were used by the children and their mothers in the two experiments.  Independent raters provided similarity judgments for the objects of each of the verbs as follows.
Participants

The raters were eight first-year graduate students in the Cognitive Science department at Johns Hopkins University who were unfamiliar with the current study.

Corpora and Design

Sarah and her mother’s spontaneous productions were treated as four separate corpora:  Sarah’s spontaneous speech during the younger age period (2;6 to 3;0 years), Sarah’s mother’s speech during the younger age period, Sarah’s speech during the older age period (3;6 to 4;0 years), and Sarah’s mother during the older age period.  Each of these four corpora consisted of the verbs that were used from the set of 29 verbs from Resnik (1996) and the direct object noun phrases that they had been used with.  In contrast to SPS which uses only the head nouns of the direct object noun phrases (e.g., “dog”), OS uses the complete noun phrase including any determiners, diminutives, or modifiers (e.g., “a doggie”).
For each corpus separately, each verbs’ objects were randomly selected with replacement into six pairs.  For example, within the corpus of Sarah’s spontaneous speech during the younger age period, there were a total of 19 direct object tokens for the verb make, such as “cat”, “pancakes”, “a Michael”, three instances of “cake”, and seven instances of the letter “K”.  From these 19 direct objects, six pairs were selected randomly with replacement, for example pairing “cat” and “pancakes”.  The same token was only used once in a pair (e.g., “cat” and “cat” was not a possible pair), but because some there were some identical tokens due to multiple instances, it was possible for identical objects to be selected as a pair, such as “cake” and “cake”.  Six pairs of objects were created for each verb that occurred with at least two objects within a corpus.
The number of object pairs created for each of the four corpora was dependent on the number of verbs that were used at least twice with a full noun phrase.  Given a maximum of 29 verbs that may have occurred in a corpus and six pairs of objects for each of these verbs, there was a maximum total of 174 pairs for each corpus, for a grand possible total of 696 pairs.  Since Sarah and her mother did not use all 29 verbs at least twice with a full noun phrase direct object, the actual total of object pairs was 558; during the younger age period there were 132 pairs from Sarah’s use of 22 verbs and 150 pairs from Sarah’s mother’s use of 25 verbs, and during the older age period there were 138 pairs from Sarah’s use of 23 verbs and 138 pairs from Sarah’s mother’s use of 23 verbs.

In addition to these four corpora from the spontaneous speech analyzed in the current experiment, there were four corpora that were generated in Experiment 2:  Verb Semantics in Elicited Speech.  These corpora contained elicited speech from children and their mothers over the same two age periods as the current experiment and are described in greater detail in Section 3.3.  As for the corpora in the current study, six pairs of objects were created for each of the 30 verbs in each of these four additional corpora in the same way as just described above.  Each of the four corpora contained 30 verbs, giving rise to 180 object pairs for each of the four corpora - a grand total of 720 object pairs.

The four corpora from Experiment 1:  Verb Semantics in Spontaneous Speech and the four corpora from Experiment 2:  Verb Semantics in Elicited Speech were combined in the current similarity judgment task.  Thus, the sum total number of object pairs over the eight corpora was 1416. 
Raters were presented with the pairs of objects for each corpus separately, with each of the eight corpora was presented in random order.  Within each corpus, the object pairs were presented in random order; they were not grouped together by verb.
Procedure

Raters were asked to judge the similarity of pairs of objects on a scale of one (low similarity) to seven (high similarity).  They were not informed that the noun phrases were the direct objects of various verbs, but were told only that they had been used in the speech of children and adults in a separate task.  Nor were raters presented with an explicit definition of similarity, but were instead instructed to rate the pairs according to a “common sense” definition of similarity.  They were told that a rating of one should be given to pairs for which they could find very little or no similarity, and that a rating of seven should be reserved for the most similar pairs.  If they were unfamiliar with one or both of the objects and were thus unable to rate their similarity, they were instructed to give a rating of zero, and these pairs were then excluded from the analysis.
Raters judged the object pairs each of the eight corpora in a single session, with breaks between each corpus.  Object pairs were presented one by one on a computer screen.  Similarity judgments were made by selecting one of eight option buttons available on the screen below the pair (one through seven indicated their rating of similarity, and zero indicated that a judgment could not be made).  Raters were then required to click a second button in order to submit their judgment.

Raters were instructed to proceed at their own speed and they were allowed to take breaks as needed.

Calculation

OS was calculated separately for each verb in each of the eight corpora, as the average of the similarity judgments across all raters.  This is given in (76), where r refers to a rating and i indicates the total number of ratings.  This calculation resulted in a composite score for each verb that reflected the average similarity of the direct objects that it had been used with.
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Unlike SPS which measures the quantity of information a verb carries about the argument classes it selects for, OS measures how related the objects of a verb are to one another according to the average of the similarity judgments of pairs of objects.  It is reasoned that an implicit object of a high OS verb should be more recoverable since the verb occurred with objects that are highly similar to one another.

The current experiment considers OS only from the four corpora of spontaneous speech; the remaining four corpora of elicited speech are discussed in the second experiment presented in this chapter.
3.2.4 Results

3.2.4.1 Overall Verb-Object Use

Although Sarah produced only about half as many utterances which included the verbs of interest as her mother did, the percentage of her utterances containing NP objects was equivalent to her mothers’.  At the younger age period, Sarah produced 455 utterances of which 180 contained NP objects (40%) while her mother produced 836 utterances with 340 containing NP objects (41%).  At the older age period, Sarah produced 559 utterances of which 229 contained NP objects (41%) while her mother produced 706 utterances with 297 containing NP objects (42%).

The frequency with which Sarah and her mother used each of the verbs with NP objects is shown in Table 7.  The number of direct object noun phrases that were not listed in WordNet 1.7.1 and were therefore not included in the calculation of SPS are shown in parentheses
.
	
	Sarah
	Mother

	Verb
	Age 2;6 to 3;0
	Age 3;6 to 4;0
	Age 2;6 to 3;0
	Age 3;6 to 4;0

	bring
	3
	3
	3
	9 (1)

	call
	2
	2
	2 (2)
	3 (1)

	catch
	3
	3
	3
	

	drink
	
	1
	6
	2

	eat
	8
	2
	15
	12

	find
	
	5
	2
	6 (1)

	get
	20 (1)
	53 (13)
	24
	34 (3)

	give
	4
	19
	28 (1)
	25 (1)

	hang
	
	
	
	

	hear
	4
	1
	4
	2

	hit
	5 (2)
	2 (1)
	4 (3)
	1

	like
	9 (2)
	18
	38 (3)
	19 (1)

	make
	23 (4)
	19
	33
	31 (1)

	open
	2
	4
	3
	2

	pack
	
	
	
	7

	play
	7
	6
	8 (1)
	2

	pour
	4
	
	
	

	pull
	7
	2
	5
	3

	push
	1
	2
	3
	3

	put
	10
	18
	48 (2)
	35 (1)

	read
	2 (1)
	3
	13
	3

	say
	6
	5
	19 (2)
	6 (1)

	see
	
	
	
	

	show
	1
	3
	1
	10

	sing
	
	5 (2)
	11 (2)
	9

	take
	4
	11
	24 (2)
	30

	want
	39
	34 (5)
	39
	38 (1)

	watch
	3 (2)
	2 (2)
	1
	5

	wear
	2
	3
	2
	

	write
	11 (1)
	3
	1
	

	
	
	
	
	

	Total
	180
	229
	340
	297


Table 7 .  Frequency of full NP direct objects, by verbs.

Number of NPs that were not listed in WordNet 1.7.1 are shown in parentheses and were not included in the calculation of SPS.
For both Sarah and her mother, some verbs occurred with NP objects more frequently than others did.  There were 22 verbs that were used with NP objects at least twice by both Sarah and her mother at both age periods, but there were only four verbs that were used 10 or more times with an NP object by both Sarah and her mother at both age periods.  The situation was not found to be much improved by setting the criterion lower, say to a minimum of at least five NP objects per verb; the number of verbs which were used five or more times with an NP object by both Sarah and her mother at both age periods was only six.  Although it would have been preferable to analyze verbs with a large number of objects, this would drastically reduce the number of verbs available for analysis.  For this reason, SPS was calculated for all of the verbs (even those that were only used once with an NP object) and OS was calculated for all verbs that were used at least twice with any NP object.
3.2.4.2 Selectional Preference Strength (SPS)
The SPS across verbs for Sarah and her mother during both age periods are shown in Table 8.  Both Sarah and her mother showed a wide range of SPS across verbs indicating that some of their verbs were highly selective of their complement argument classes while others were much less so.

	Verb
	Sarah
	Mother

	
	Younger
	Older
	Younger
	Older

	want
	0.79
	0.97
	1.03
	1.11

	get
	1.38
	0.74
	1.24
	1.19

	put
	1.76
	1.46
	0.97
	1.24

	make
	1.66
	1.41
	1.40
	1.26

	like
	1.99
	1.35
	1.00
	1.33

	give
	2.26
	1.31
	1.07
	1.39

	take
	2.74
	1.72
	1.63
	1.42

	eat
	2.21
	3.24
	1.82
	2.17

	bring
	2.92
	2.78
	2.82
	2.41

	show
	3.27
	3.72
	3.92
	2.52

	watch
	4.70
	
	5.78
	2.58

	find
	
	1.72
	3.81
	2.86

	push
	4.12
	4.17
	3.49
	3.04

	read
	3.08
	2.79
	2.43
	3.08

	pack
	
	
	
	3.11

	say
	2.90
	2.74
	2.33
	3.14

	pull
	2.38
	3.80
	2.91
	3.32

	play
	1.97
	2.49
	2.53
	3.44

	hear
	2.57
	3.74
	3.20
	3.45

	sing
	
	3.04
	3.64
	3.45

	drink
	
	3.31
	2.96
	3.50

	hit
	3.72
	4.53
	5.33
	3.99

	call
	3.28
	3.18
	
	4.12

	open
	3.71
	3.50
	4.05
	4.19

	catch
	3.35
	3.41
	3.81
	

	pour
	2.60
	
	
	

	wear
	3.51
	2.95
	3.24
	

	write
	1.82
	2.98
	4.57
	

	Minimum
	0.79
	0.74
	0.97
	1.11

	Maximum
	4.70
	4.53
	5.78
	4.19

	Mean
	2.69
	2.68
	2.84
	2.64

	S.E.
	0.19
	0.21
	0.27
	0.21


Table 8 .  Selectional Preference Strength (SPS) for Sarah and her mother.

Verbs are organized from lowest to highest SPS according to Sarah’s mother’s SPS during the older age period.

During the younger age period, Sarah’s SPS ranged from 0.79 to 4.70 (
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 = 2.70, S.E. = 0.19) and her mother’s from 0.97 to 5.78 (
[image: image58.wmf]x

 = 2.84, S.E. = 0.27).  As shown in Figure 23

 REF _Ref153483386 \n \h 
a, Sarah’s and her mother’s SPS were found to be in close correspondence to one another.  A bivariate Pearson correlation was found to be significant (r = 0.756, p < 0.05, n = 22), and a paired t-test did not indicate that Sarah’s SPS was significantly lower or higher than her mother’s (t(1,21) = -0.40, p > 0.05).

Similarly, during the older age period, Sarah’s ranged from 0.74 to 4.53 (
[image: image59.wmf]x

 = 2.68, S.E. = 0.21) and her mother’s from 1.11 to 4.19 (
[image: image60.wmf]x

 = 2.64, S.E. = 0.21).  Again, there was a close correspondence between Sarah’s and her mother’s SPS (see Figure 23

 REF _Ref153483387 \n \h 
b).  A bivariate Pearson correlation was found to be significant (r = 0.82, p < 0.05, n = 22), and a paired t-test did not indicate that Sarah’s SPS was significantly lower or higher than her mother’s (t(1,21) = 0.029, p > 0.05).

Comparing Sarah’s SPS across verbs over the two age periods suggests that there was no change over development.  SPS was found to be correlated between the two periods (r = 0.77, p < 0.05, n = 22) (see Figure 23

 REF _Ref153483388 \n \h 
c) and a paired t-test did not show that Sarah’s SPS was significantly lower or higher at the younger age period compared to the older age period (t(1,21) = -0.49, p > 0.05).

	a. Younger Age Period
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	b. Older Age Period
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	c. Comparison of Sarah’s SPS across age periods
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Figure 23 .  SPS across verbs for Sarah and her mother.

Individual dots represent individual verbs.
In sum, Sarah’s and her mother’s SPS across verbs were found to be correlated with each other at both age periods and neither was overall higher or lower than the other.  In other words, the relative narrowness or broadness of the selectional preferences of Sarah’s verbs was found to correspond to the relative semantic selectivity of her mother’s verbs during both age periods. 
3.2.4.3 Object Similarity (OS)

Unlike SPS which could only be calculated over those NP objects that were listed in WordNet, the calculation of OS could be calculated over all of the NP objects since pairwise similarity was being assessed by human raters.

The OS across verbs for Sarah and her mother during both age periods are shown in Table 9.  Unlike the wide range of SPS values across verbs, many of Sarah and her mother’s verbs were relatively low in OS, particularly at the older age period (see Figure 24).

	Verb
	Sarah
	Mother

	
	Younger
	Older
	Younger
	Older

	find
	
	1.48
	2.98
	1.25

	call
	1.27
	2.48
	3.44
	1.29

	make
	2.34
	1.98
	1.81
	1.40

	watch
	2.67
	1.71
	1.15
	1.44

	give
	2.27
	1.83
	1.85
	1.51

	show
	
	1.25
	2.25
	1.54

	say
	1.65
	1.42
	1.71
	1.57

	get
	2.40
	1.72
	1.96
	1.58

	like
	2.34
	1.75
	1.73
	1.63

	take
	2.25
	2.31
	1.75
	1.73

	want
	1.75
	1.83
	1.88
	1.83

	push
	
	6.40
	2.50
	2.04

	bring
	2.96
	2.40
	4.69
	2.19

	hear
	5.29
	
	3.54
	2.31

	put
	2.19
	2.48
	2.04
	2.35

	pull
	4.27
	1.54
	4.44
	3.44

	eat
	3.96
	
	3.33
	4.31

	pack
	
	
	
	5.13

	read
	1.24
	3.88
	5.56
	5.17

	drink
	
	
	5.46
	5.29

	open
	1.96
	4.40
	6.19
	5.54

	play
	1.83
	4.04
	3.10
	6.21

	sing
	
	2.49
	5.48
	6.31

	catch
	7.00
	3.73
	3.29
	

	hang
	
	
	
	

	hit
	2.37
	2.35
	3.23
	

	pour
	2.64
	
	
	

	see
	
	
	
	

	wear
	4.29
	1.52
	4.44
	

	write
	1.62
	3.46
	
	

	Minimum
	1.24
	1.25
	1.15
	1.25

	Maximum
	7.00
	6.40
	6.19
	6.31

	Mean
	2.75
	2.54
	3.19
	2.92

	S.E.
	0.30
	0.26
	0.29
	0.37


Table 9 .  Object Similarity (OS) for Sarah and her mother.

Verbs are organized from lowest (1) to highest (7) OS according to Sarah’s mother’s OS during the older age period.

During the younger age period, Sarah’s OS ranged from 1.24 to 7.00 (
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 = 2.75, S.E. = 0.30) and her mother’s from 1.15 to 6.19 (
[image: image65.wmf]x

 = 3.19, S.E. = 0.29).  Although Sarah and her mother showed a similar range, and Sarah’s OS was not found to be significantly lower or higher than her mother’s (t(1,19) = -0.58, p > 0.05), their OS across verbs was not found to be significantly correlated (r = 0.16, p > 0.05, n = 20).  That is, Sarah’s verb’s OS did increase across verbs in the same way that her mother’s OS did.  As shown in Figure 24

 REF _Ref153483885 \n \h 
 \* MERGEFORMAT a, the verbs that were low in OS for Sarah appeared to be similarly low for her mother; however, there were two verbs, catch and hear, that were relatively high in OS for Sarah that were not high in OS for Sarah’s mother, and six verbs, play, hit, call, bring, read, and open, that were relatively high in OS for Sarah’s mother that were not as high in OS for Sarah.

During the older age period, Sarah’s OS ranged from 1.25 to 6.40 (
[image: image66.wmf]x

 = 2.54, S.E. = 0.26) and her mother’s from 1.25 to 6.31 (
[image: image67.wmf]x

 = 2.92, S.E. = 0.37).  Again, Sarah and her mother showed a similar range of OS values across verbs, and Sarah’s OS was not found to be significantly lower or higher than her mother’s (t(1,18) = -0.27, p > 0.05).  However, now during this age period, their OS across verbs was found to be significantly correlated (r = 0.48, p < 0.05, n = 19) (see Figure 24

 REF _Ref153483887 \n \h 
 \* MERGEFORMAT b).

Looking at Figure 24

 REF _Ref153483890 \n \h 
 \* MERGEFORMAT c, it is clear that Sarah’s OS was extremely low at the younger age period, whereas at the older age period there were a few verbs that now showed intermediate OS values.  OS was not found to be correlated between the two periods (r = -0.032, p > 0.05, n = 19), but neither was Sarah’s OS significantly lower or higher at the younger age period compared to the older age period (t(1,18) = 0.25, p > 0.05).

	a. Younger Age Period
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	b. Older Age Period
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	c. Comparison of Sarah’s OS across age periods
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Figure 24 .  OS across verbs for Sarah and her mother.

In sum, OS across verbs showed similar ranges from low to high for both Sarah and her mother, but at the younger age period Sarah’s and her mother’s OS across verbs were not found to be correlated, while at the older age period they were correlated.  That is, it was only during the older age period that the OS of Sarah’s verbs began to fall more in line with the OS of her mother’s verbs.
3.2.5 Discussion

For both Sarah and her mother, SPS across verbs was found to range continuously across the full spectrum of values, with some verbs having low SPS, some having high SPS, and many verbs showing intermediate SPS.  That is, some verbs’ selectional preferences were very narrow, some very broad, and some in between.  In contrast, OS across verbs was relatively low, particularly for Sarah; in other words, for most of the verbs, the objects that were used within a verb were disparate from one another.


Comparing Sarah to her mother, the results suggest that Sarah’s use of verbs and arguments, in terms of SPS and OS, was similar to her mother’s.  In particular, the ranges of Sarah’s verbs’ selectional preferences (SPS) corresponded to her mothers’ at both age periods, while it was only during the older age period that Sarah’s verbs showed comparably similar or disparate objects (OS) in comparison to her mother.

Unfortunately, the available data were exceedingly sparse and therefore these results must be interpreted with caution.  One possible interpretation is that Sarah’s use of verbs and arguments corresponded to her mothers’ by the older age period, but during the younger age period there were some verbs for which Sarah used relatively disparate objects while her mother used only highly similar objects with these verbs.  But given that many of the verbs which showed a discrepancy between Sarah and her mother were also infrequently used, this explanation should be adopted cautiously.

What can be said about the data is that the overall correspondence between Sarah and her mother, at both age periods, appears to be relatively close.  That is, even with such a small sample size, both Sarah and her mother showed a range of SPS and OS across verbs, and at least by the older age period, their use of verbs and arguments was found to correspond.

This finding is important because if Sarah’s use of verbs and arguments corresponds to her mother’s, then she might also be expected to use implicit objects with the same verbs as her mother
.  However, before exploring the use of implicit objects by Sarah and her mother, a second study was carried out which was designed to obtain a more robust sample of objects from children and mothers during each of the two age periods.
3.3 Experiment 2:  Verb Semantics in Elicited Speech

The second experiment analyzed SPS and OS for verbs as used by children and their mothers, at the two different age periods of 2;6 to 3;0 and 3;6 to 4;0, in an elicited speech task.  The methods were a replication of (Nicol, 2003), similar to the methods in an unpublished study of object norms collected by Anne Lederer (unpublished).  Subjects were asked to list direct objects for various verbs by responding to questions such as “What are some things you eat?”

One of the practical benefits of an elicited production task is that the frequency of each of the verbs and the number of arguments produced with the verbs is controlled, providing much more robust data than could be obtained from the spontaneous speech corpora in Experiment 1:  Verb Semantics in Spontaneous Speech.

A second benefit of an elicited production task is that the conversational context is relatively unconstrained since the questions are open-ended and not restricted to the preceding dialogue or the current physical surroundings.  This allows subjects to produce direct objects that might not arise under a specific conversational context, and thus the direct objects obtained in this study can be considered to be those that come to mind most readily given a particular verb.
3.3.1 Methods

3.3.1.1 Subjects

Twenty children between the ages of 2;6 to 3;0 years ( = 2;8, S.E. = 0.49) and 20 children between the ages of 3;6 to 4;0 years ( = 3;8, S.E. = 0.34) were tested.  There were equal numbers of girls and boys in both groups.

Mothers of the children were asked to participate by completing a questionnaire at home and returning it by mail.  All mothers agreed to participate, but only ten questionnaires were returned:  five questionnaires from mothers of the younger children and five questionnaires from mothers of the older children.  An additional ten mothers were recruited to bring the total number of mothers in each group to ten.
3.3.1.2 Stimuli

The stimuli included thirty verbs that had previously been analyzed by Resnik (1996) and by Nicol (2003).  These verbs were originally selected by Resnik on the basis of their frequent occurrence in a collection of parent-child interactions (Lederer, personal communication, c.f. Resnik, 1996).

Because it was found during pilot testing that some of the younger children did not respond to all 30 verbs before becoming too restless to continue, children in the current experiment were only presented with 15 verbs each.  The complete list of 30 verbs was divided into two smaller lists of 15 verbs each by selecting alternate verbs that had been ordered according to the adult SPS values obtained in Resnik (1996) based on the Brown corpus (Francis & Kučera, 1982), e.g., verbs 1, 3, 5, 7, and so on were selected for one list and verbs 2, 4, 6, 8, etc. were selected for the other list.  Children were randomly assigned to one of the two lists, such that each list was presented to equal numbers of girls and boys within each age group.  Verbs were presented in different random orders to each child.
3.3.1.3 Procedure

Children

The experimenter began each session by establishing rapport with the children by looking at a picture book with them.  After about ten minutes or once the children began to engage in conversation, they were invited to play a “sticker game”.  During the game, the experimenter and an assistant were present, and if the child required it, one or both parents accompanied them
.

Children were then introduced to a dog puppet manipulated by the experimenter.  Younger children enjoyed engaging in conversation with the puppet, but older children tended to prefer to answer the experimenter’s questions directly.  Children were instructed that they would be asked questions and each of their responses would be rewarded with a sticker.

Once children completed the session, they were given a toy of their choosing and were allowed to take the paper with the stickers they had won.
Mothers

Mothers were provided with the complete list of 30 verbs in different random orders, and were asked to list up to ten objects that they would use with each verb in conversation with their children.  They were asked to consider only those objects they would use with the child of the appropriate age and not with children of other ages or with other adults.  The instructions for the Mothers’ questionnaire are shown in Appendix B.

In keeping with the number of objects requested of children, only the first three objects per verb were included from the mothers in the current analysis.

3.3.2 Measures of Verb Semantics

3.3.2.1 Selectional Preference Strength (SPS)

SPS was calculated using the head nouns of the direct objects that were provided for each of the verbs, separately for the children and mothers over the two different age periods.  The analysis included only the head nouns of the direct object full noun phrases that were listed in WordNet 1.7.1.

3.3.2.2 Object Similarity (OS)

OS was measured as described in Experiment 1.  In the current experiment, OS was calculated using the full noun phrase direct objects that were provided for each of the verbs, separately for the children and mothers over the two different age periods.

3.3.3 Results

3.3.3.1 Selectional Preference Strength (SPS)

As in Experiment 1, most of the objects obtained in the current study could be readily included in the calculation of SPS since they were listed in the WordNet database.  However a subset of the objects was not listed; these items were excluded from the analysis.

The SPS across verbs for the children and mothers during both age periods are shown in Table 10.  In contrast to the wider range of SPS across verbs observed in Experiment 1, the range of SPS was truncated in the current experiment, falling between about 1 and 3 for both children and their mothers at both age periods (except for the verb sing which received a higher SPS value for both the children and the mothers at both age periods).

	Verb
	Children
	Mothers

	
	Younger
	Older
	Younger
	Older

	bring
	1.17
	1.05
	1.18
	1.19

	get
	1.65
	1.06
	1.78
	1.28

	find
	1.55
	1.43
	1.64
	1.28

	want
	1.26
	1.20
	1.55
	1.38

	put
	1.19
	1.66
	1.59
	1.42

	see
	1.66
	1.37
	1.60
	1.43

	like
	1.31
	1.40
	1.73
	1.57

	hear
	1.74
	1.34
	2.15
	1.63

	take
	1.26
	1.19
	1.69
	1.65

	make
	1.54
	1.68
	1.67
	1.72

	hit
	1.79
	1.49
	2.10
	1.78

	play
	1.73
	1.90
	2.24
	1.79

	push
	1.54
	1.26
	2.21
	1.85

	show
	1.41
	1.18
	1.93
	1.92

	pack
	1.28
	1.04
	1.65
	1.97

	pull
	1.59
	1.74
	1.94
	1.98

	give
	1.33
	1.31
	1.96
	1.99

	open
	2.07
	1.88
	2.32
	2.01

	read
	2.41
	2.61
	2.41
	2.08

	hang
	1.95
	1.71
	2.03
	2.12

	write
	2.62
	1.86
	2.27
	2.13

	wear
	2.44
	2.29
	1.69
	2.18

	watch
	2.72
	1.96
	2.17
	2.19

	catch
	1.68
	1.71
	2.43
	2.20

	eat
	1.99
	2.17
	2.39
	2.22

	pour
	1.71
	2.22
	2.46
	2.30

	call
	2.12
	2.43
	2.26
	2.42

	say
	2.23
	2.19
	2.83
	2.44

	drink
	2.30
	2.46
	2.67
	2.50

	sing
	3.47
	3.74
	3.37
	2.76

	Minimum
	1.17
	1.04
	1.18
	1.19

	Maximum
	3.47
	3.74
	3.37
	2.76

	Mean
	1.82
	1.75
	2.06
	1.91

	S.E.
	0.10
	0.11
	0.08
	0.07


Table 10 .  Selectional Preference Strength (SPS) for children and their mothers.

Verbs are organized from lowest to highest SPS according to the mothers’ SPS during the older age period.

One possibility for this discrepancy across the two experiments is simply that some of Sarah and her mother’s verbs in Experiment 1 had narrower selectional preferences than the children and the mothers in Experiment 2.  Since Sarah and her mother constitute a limited sample, such variation may indeed be expected.

However, a more likely explanation for the difference in the range of SPS between the two experiments has to do with the nature of the task itself.  The elicitation structure of the current experiment may have encouraged respondents to use the same objects (or nouns from the same argument classes) over and over again whenever possible, thereby reducing the variety of the baseline distribution of argument classes and thus reducing the effect of a particular verb on the distribution of argument classes.  For example, a noun such as “cereal” may be a likely direct object for the verb eat, but it (or other foods) could also function as the direct object for like, pour, see, want, etc.  While the noun “cereal” is unlikely to be used with each of these verbs in spontaneous speech unless the conversation warrants it, in the context of an elicited objects task, “cereal” may have become primed and more readily available as a response than other objects.  The effect of this behavior would be reduced selectional preference strength of the verbs relative to the baseline distribution of argument classes in the sample.

However, while this behavior truncates the range of SPS values across verbs, it does not necessarily put all verbs on equal footing.  As shown in Table 10, there is still a range of SPS across verbs, with some verbs showing higher SPS than others; thus for both children and their mothers, certain verbs show narrower selectional preferences than others.

Comparisons between Children and Mothers

Looking first at the younger age period, the children’s SPS ranged from 1.17 to 3.47 (
[image: image71.wmf]x

 = 1.82, S.E. = 0.10) and their mothers’ from 1.18 to 3.37 (
[image: image72.wmf]x

 = 2.06, S.E. = 0.08).  As shown in Figure 25

 REF _Ref153484339 \n \h 
a, the children’s and their mothers’ SPS were found to be closely related.  A bivariate Pearson correlation was found to be significant (r = 0.75, p < 0.05, n = 30), indicating that as the children’s SPS increased across verbs, so did their mothers’ SPS.  However, a paired t-test showed the children’s SPS to be significantly lower than their mothers’ (t(1,29) = -3.69, p < 0.05); that is, the selectional preferences of children’s verbs were not as narrow as the selectional preferences of their mothers’ verbs.

During the older age period, the children’s SPS ranged from 1.04 to 3.74 (
[image: image73.wmf]x

 = 1.75, S.E. = 0.11) and their mothers’ from 1.19 to 2.76 (
[image: image74.wmf]x

 = 1.91, S.E. = 0.07).  A bivariate Pearson correlation was found to be significant (r = 0.79, p < 0.05, n = 30), indicating that as the children’s SPS increased across verbs, so did their mothers’ SPS (see Figure 25

 REF _Ref153484341 \n \h 
b).  However, as during the younger age period, at this age period a paired t-test showed the children’s SPS to be significantly lower than their mothers’ (t(1,29) = -2.39, p < 0.05); the selectional preferences of children’s verbs were not as narrow as the selectional preferences of their mothers’ verbs.

Comparing the children’s SPS across verbs over the two age periods suggests that there was no change over development.  SPS was found to be correlated between the two periods (r = 0.85, p < 0.05, n = 30) (see Figure 25

 REF _Ref153484344 \n \h 
c) and a paired t-test did not show the younger children’s SPS to be significantly lower or higher compared to the older children’s SPS (t(1,29) = 1.27, p > 0.05).

	a. Younger Age Period
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	b. Older Age Period
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	c. Comparison of children’s SPS across age periods
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Figure 25 .  SPS across verbs for children and their mothers.

In sum, the children’s and their mothers’ SPS across verbs were found to be correlated with each other at both age periods.  That is, verbs with relatively narrow or broad selectional preferences for children also showed relatively narrow or broad selectional preferences for mothers.  However, at both age periods, the children’s SPS was found to be lower overall than their mothers’ SPS, demonstrating that the selectional preferences of children’s verbs were broader than the selectional preferences of their mothers’ verbs.  Comparing across the two age periods did not reveal the younger children’s SPS to be significantly lower or higher compared to the older children’s SPS.
Closer Examination of Large Differences

To assess whether children’s verbs did in fact draw from broader categories than their mothers’, the objects that were used with the verbs that differed by the greatest amount between the children and the mothers in terms of SPS were examined in greater detail:  the verbs push, show, and give were found to be 0.50 higher in SPS at both age periods in the mothers’ usage compared to the children’s
.

Beginning with the verb push, the objects that were listed by the children and their mothers are shown in Table 11.  The mothers’ objects were generally either things that are on wheels or that swing but need an external source of movement, or people, such as “car”, “lawn mower”, and “brother”.  Many of the children’s objects corresponded to the mothers’, such as “car”, “wagon”, and “Daddy”, but they also used a few objects that did not correspond to the kinds of objects the mothers used, such as “balls”, “ladybug”, and “squeeze” from the younger children and “airplane”, “elephants”, “presents”, and “telescopes” from the older children.

	Children
	Mothers

	Younger
	Older
	Younger
	Older

	balls (1)
	airplane (1)
	ball (1)
	brother (1)

	brother (1)
	ball (1)
	button (5)
	button (3)

	car (1)
	bikes (1)
	car (3)
	car (2)

	cart (1)
	boxes (2)
	door (1)
	cart (2)

	Daddy (1)
	car (2)
	drawer (1)
	cartoons (1)

	doggie (1)
	chair (1)
	envelope (1)
	children (1)

	ladybug (1)
	dogs (1)
	lawn mower (1)
	door (3)

	Mommy (1)
	dolls (1)
	school bus (1)
	doorbell (1)

	seesaws (1)
	doors (1)
	shopping cart (1)
	kids (1)

	squeeze (1)
	elephants (1)
	stroller (1)
	lawn mower (1)

	swing (1)
	Mommy (1)
	tricycle (1)
	shopping cart (2)

	toys (1)
	paper (1)
	truck (1)
	sister (1)

	
	presents (1)
	wagon (1)
	stroller (6)

	
	stickers (1)
	walker (1)
	swing (1)

	
	telescopes (1)
	
	toy (2)

	
	things (1)
	
	wagon (1)

	
	wagon (1)
	
	

	
	walls (1)
	
	


Table 11 .  Objects for the verb push.

The frequency with which each object was produced by the children or their mothers for the two different age periods as an object of the verb push is indicated in parentheses.
Since these additional objects by the children represented different argument classes than the objects that were used by the mothers, the children’s SPS was reduced.  However, the possibility being considered here is not whether children’s SPS was lower (it was), but whether children’s responses of “push ladybug” or “push telescopes” implies that they have an interpretation of push which does not correspond exactly to the mothers’ meaning of push, since adults would be unlikely to use these objects from the same argument classes with this verb.  That is, are the children extending the meaning of push in ways that go beyond the adult interpretation of the verb?

The likely answer is no.  There are several reasons children’s objects may differ from their mothers which do not depend on the children’s verb meaning differing substantially from the adult’s.  First, children may have broader experiences in the things that they push compared to their mothers.  Although children may not push real ladybugs, elephants, and airplanes, they may push their toy ladybugs, elephants, and airplanes.  Thus children’s objects may be drawn from consistent argument classes, such as <toy>, but these objects would not be likely to be given as responses by the adults whose daily experience does not usually involve pushing either real or toy ladybugs, elephants, or airplanes.

Secondly, while the mothers may have taken care to respond with only the most typical objects for each of the verbs (whether due to experimental compliance or because the most typical objects were those that came to mind easiest), children may have enjoyed the game-like aspect of the question and answer session and, as part of the fun of the game, provided answers that were more salient and memorable to them (e.g., pushing an elephant toy versus pushing a door).

Furthermore, it is also possible that performance demands may have led to some noise in children’s responses.  For example, it may be that the verb push made the child think of action verbs and to respond with the word “squeeze”, but it may not have actually been intended as a direct object of the verb push
.  It is worth being cautious in interpreting the few objects that really contrast with the kinds of objects that mothers’ listed.

Looking at the objects for the verbs show (Table 12) and give (Table 13) lead to the same conclusion, that the objects provided by the children may not reflect a difference in the meaning they attribute to these verbs but rather the objects probably reflect a difference in their experience of the kinds of things that are typical for children to show or to give.  For example, the younger children reported that they show “animals”, “horses”, a “plug”, and “worms” and that they give “apple juice”, “crackers”, a “dinosaur” and a “screwdriver”, and the older children responded that they show their “arms”, “books”, “doggies”, and “toys” and that they give “dolls”, “ice cream”, “sleepers”, and a “tv”.  All of these objects are, in fact, objects that one could show or give, but that adults may not list in response to these verbs since these are not the typical things that adults show or give.
	Children
	Mothers

	Younger
	Older
	Younger
	Older

	animals (1)
	a show (1)
	art (1)
	bellybutton (1)

	cars (1)
	arms (1)
	boo-boos (1)
	clothes (1)

	crayon (1)
	backpack (1)
	car (1)
	computer (1)

	Daddy (1)
	balls (1)
	diaper (1)
	face (1)

	dog (2)
	beard (1)
	drawing (1)
	feelings (1)

	drawings (1)
	bears (1)
	flower (1)
	hands (2)

	haircut (1)
	bee (1)
	hands (1)
	house (1)

	horses (1)
	books (1)
	outfit (1)
	jump rope (1)

	mom (1)
	brooms (1)
	pictures (1)
	outfit (1)

	Mommy (1)
	camera (1)
	smile (1)
	parts (1)

	name (1)
	cars (1)
	somersault (1)
	picture (4)

	pencil (1)
	doggies (1)
	surprise (1)
	place (1)

	pictures (1)
	faces (1)
	teddy bear (1)
	projects (1)

	plug (1)
	frogs (1)
	teeth (1)
	room (1)

	present (1)
	legs (1)
	toy (1)
	scar (1)

	stroller (1)
	name (1)
	
	stomach (1)

	worms (1)
	stuff (1)
	
	teeth (1)

	
	things (1)
	
	toes (1)

	
	toys (1)
	
	toy (1)

	
	tv (1)
	
	video (1)

	
	video (1)
	
	


Table 12 .  Objects for the verb show.

The frequency with which each object was produced by the children or their mothers for the two different age periods as an object of the verb show is indicated in parentheses.
	Children
	Mothers

	Younger
	Older
	Younger
	Older

	apple juice (1)
	candy (1)
	blood (1)
	advice (1)

	bottle (1)
	dolls (1)
	book (1)
	call (1)

	crackers (1)
	glasses (1)
	change (1)
	clothes (1)

	cup (1)
	goodies (1)
	donations (1)
	gift (3)

	dinosaur (1)
	ice cream (1)
	food (1)
	hand (1)

	doll (1)
	letter (1)
	gifts (1)
	help (1)

	giraffe (1)
	lollipops (1)
	hug (4)
	hug (4)

	houses (1)
	mails (1)
	kiss (5)
	kiss (6)

	hug (1)
	presents (4)
	money (1)
	money (1)

	juice (1)
	puppies (2)
	present (4)
	name (1)

	kisses (1)
	shoes (1)
	rubs (1)
	present (5)

	pet (1)
	sleepers (1)
	shoe (1)
	thanks (1)

	presents (2)
	sticker (3)
	time (1)
	toy (3)

	screwdriver (1)
	things (3)
	toy (3)
	

	stickers (1)
	toys (4)
	
	

	tools (1)
	tv (1)
	
	

	toys (1)
	
	
	

	underwear (1)
	
	
	


Table 13 .  Objects for the verb give.

The frequency with which each object was produced by the children or their mothers for the two different age periods as an object of the verb give is indicated in parentheses.
Finally, it is worth noting that at least a few times when children reported an object that seemed unusual to the experimenter, assistant, or mother, the child often justified her response by either acting out what she had just said in a way that would be compatible with the adult meaning of the verb, or clarifying that the object was something (s)he had at home.  For example, one of the younger children reported that she could “hang butterflies.”  The experimenter asked “butterflies?” and the child responded “Yes, you can.  I have one in my room.”  Given these types of explanations, it is premature to assert that children’s verb meanings are qualitatively different than their mothers’.
3.3.3.2 Object Similarity (OS)

As for Experiment 1, the calculation of OS could be calculated over all of the NP objects since pairwise similarity was being assessed by human raters (in contrast to SPS which could only be calculated over those NP objects that were listed in WordNet).

The OS across verbs for the children and their mothers during both age periods are shown in Table 14.  The majority of the verbs for both the children and their mothers were relatively low in OS, but there were also several verbs which were high in OS.

	Verb
	Children
	Mothers

	
	Younger
	Older
	Younger
	Older

	get
	2.52
	2.02
	1.71
	1.67

	take
	2.17
	1.83
	2.08
	1.69

	see
	1.85
	2.38
	2.29
	2.08

	show
	2.00
	1.71
	1.94
	2.17

	find
	1.92
	2.35
	2.13
	2.17

	catch
	2.19
	2.71
	3.29
	2.19

	hit
	2.67
	2.29
	1.83
	2.23

	hang
	3.19
	2.94
	2.75
	2.35

	put
	2.06
	2.19
	2.26
	2.35

	pull
	2.38
	1.83
	1.77
	2.35

	like
	1.73
	2.06
	2.56
	2.40

	bring
	2.35
	1.90
	2.81
	2.42

	push
	2.07
	1.71
	2.35
	2.44

	want
	1.54
	2.25
	1.96
	2.48

	open
	2.67
	2.38
	2.29
	2.48

	make
	2.94
	2.77
	2.29
	2.54

	hear
	2.63
	2.10
	3.15
	2.69

	give
	2.08
	2.17
	2.83
	3.08

	say
	1.48
	1.75
	2.88
	3.23

	play
	2.71
	2.49
	3.08
	3.38

	watch
	2.40
	2.81
	3.67
	3.46

	write
	3.38
	1.91
	3.65
	3.56

	pack
	2.35
	1.96
	2.42
	3.63

	call
	3.69
	2.87
	2.67
	3.72

	read
	3.87
	4.00
	4.42
	4.52

	wear
	4.54
	4.33
	4.50
	4.77

	eat
	4.04
	4.71
	4.92
	5.15

	sing
	2.66
	3.93
	4.77
	5.15

	pour
	2.60
	4.96
	4.83
	5.27

	drink
	4.71
	5.67
	5.46
	5.35

	Minimum
	1.48
	1.71
	1.71
	1.67

	Maximum
	4.71
	5.67
	5.46
	5.35

	Mean
	2.65
	2.70
	2.99
	3.10

	S.E.
	0.15
	0.19
	0.19
	0.21


Table 14 .  Object Similarity (OS) for children and their mothers.

Verbs are organized from lowest (1) to highest (7) OS according to the mothers’ OS during the older age period.

In contrast to the lower SPS values observed in Experiment 2 compared to Experiment 1, OS was not overall lower in the current experiment.  This indicates that both sources, spontaneous and elicited speech, produced sets of objects which contained pairs that were highly similar, very dissimilar, or somewhere in between.  Unlike SPS, the calculation of OS does not depend on the relative distribution of objects for a particular verb nor in the corpus as a whole, allowing the judgments to be made independently for each pair.
Comparisons between Children and Mothers

During the younger age period, the children’s OS ranged from 1.48 to 4.71 (
[image: image78.wmf]x

 = 2.65, S.E. = 0.11) and their mothers’ from 1.71 to 5.46 (
[image: image79.wmf]x

 = 2.99, S.E. = 0.19).  As shown in Figure 26

 REF _Ref153484616 \n \h 
a, the children’s and their mothers’ OS were found to be closely related.  A bivariate Pearson correlation was found to be significant (r = 0.67, p < 0.05, n = 30), indicating that as the children’s OS increased across verbs, so did their mothers’ OS.  However, a paired t-test showed the children’s OS to be significantly lower than their mothers’ (t(1,29) = -2.33, p < 0.05); that is, in general, the objects that the children used within a verb were judged to be less similar to one another than the objects that the mothers used within a verb.

During the older age period, the children’s OS ranged from 1.71 to 5.67 (
[image: image80.wmf]x

 = 2.70, S.E. = 0.19) and her mother’s from 1.67 to 5.35 (
[image: image81.wmf]x

 = 3.10, S.E. = 0.21).  As shown in Figure 26

 REF _Ref153484619 \n \h 
b, as the children’s OS increased across verbs, so did their mothers’ OS (r = 0.67, p < 0.05, n = 30).  However, during this age period as well, a paired t-test showed the children’s OS to be significantly lower than their mothers’ OS (t(1,29) = -2.33, p < 0.05), indicating that the objects that the children used within a verb were judged to be less similar to one another than the objects that the mothers used within a verb.

Comparing the children’s OS across verbs over the two periods shows that there was no significant change over development.  OS was found to be correlated between the two periods (r = 0.74, p < 0.05, n = 30) (see Figure 26

 REF _Ref153484622 \n \h 
c) and a paired t-test did not reveal the children’s OS at the younger age period to be significantly lower or higher than the children’s OS at the older age period (t(1,29) = -0.41, p > 0.05).

	a. Younger Age Period
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	b. Older Age Period
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	c. Comparison of children’s OS across age periods
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Figure 26 .  OS across verbs for children and their mothers.

In sum, for both age periods, as the children’s OS increased across verbs, so did their mothers’ OS.  However, the children’s OS was found to be lower overall than their mothers’ OS, demonstrating that the objects that the children used within a verb were judged to be less similar to one another than the objects that the mothers used within a verb.  Comparing across the two age periods did not reveal the younger children’s OS to be significantly lower or higher compared to the older children’s OS.
Closer Examination of Large Differences

To assess whether the objects of children’s verbs were in fact less similar to one another, the objects that were used with the verbs that differed by the greatest amount between the children and the mothers in terms of OS were examined in greater detail:  the verbs say and sing were found to be 0.50 higher in OS at both age periods in the mothers’ usage compared to the children’s
.

The verbs which showed the greatest difference in OS were considered next, to see whether the greater disparity of the children’s objects reflected a broader meaning than their mother’s verbs.
Table 15 shows the objects that were listed by the children and their mothers for the verb say and Table 16 shows the objects for the verb sing.  For both of these verbs, the difference between the children’s and the mother’s object is indeed in the variety of objects that children provided for these verbs.  Specifically, for the verb say, mothers listed stock phrases that people say such as “good bye” and “hello” or a literary category such as “a story” or “a word”.  For the verb sing, mothers responded predominantly with the type of musical piece that could be sung as such as “a song” or “a tune”, but they also listed some well-known children’s songs such as “Twinkle Twinkle”.  In contrast, for both the verbs say and sing, children not only listed the objects that the mothers did, but they also listed specific unique words or phrases that they were capable of producing, such as “I want orange juice” or “a doggie”, or that they could sing, such as “knee, knee, knee” or “la chi so”.

	Children
	Mothers

	Younger
	Older
	Younger
	Older

	"I want orange juice"
	a basketball
	a blessing before dinner
	anything

	apple juice
	cake
	cheese
	bye

	bye bye doggie
	a dog
	excuse me
	excuse me

	Can I have one more sticker?
	a doggie
	good bye
	goodbye

	a car
	give me a hug
	Good Morning
	grace

	hop
	hello
	goodbye
	hello

	I love you
	I hate you
	goodbye
	hi

	I need a dog
	I love you
	hello
	I love you

	lizard
	I love you
	hello
	I love you

	Mini Bob
	I love you
	I love you
	my name

	Mommy
	I want a Hershey kiss
	good job
	your name

	N
	I'm cold
	a joke
	your name

	open
	it's mine
	May I have…
	your name

	please
	okay
	your name
	please

	please move cat
	stars
	your name
	please

	rooster
	stars
	my name
	a poem

	thank you
	sweet
	your name
	a prayer

	V
	to like you
	patience
	sorry

	words
	When do we get to sleep down (in) the basement?
	please
	a story

	you did it
	why
	please
	a story

	you're welcome
	yet
	please
	thank you

	
	
	please
	thank you

	
	
	your prayers
	thank you

	
	
	stop
	thank you

	
	
	thank you
	a thought

	
	
	thank you
	a word

	
	
	thank you
	a word

	
	
	wait
	

	
	
	you're sorry
	

	
	
	you're sorry
	


Table 15 .  Objects for the verb say.

	Children
	Mothers

	Younger
	Older
	Younger
	Older

	Berenstain Bears
	my ABCs
	along with me
	the ABCs

	Chitty-Chitty-Bang-Bang
	An Mamin
	the alphabet
	a ditty

	ducks
	Anachnu Maminim
	at church
	a melody

	Frosty
	for sai sa
	Baa Baa Black Sheep
	a melody

	God's Great Gallery
	Frere Jacques
	ditties
	music

	I'm a teeny little star
	If I Only Had a Brain
	a hymn
	poems

	Itsy Bitsy Spider
	Itsy Bitsy Spider
	hymns
	his/her praises

	Jesus Loves Me
	la chi so
	in car
	the refrain

	Jingle Bells
	music
	Jesus Loves Me
	a song

	Jungle Book
	opera
	John Jacob
	a song

	knee, knee, knee
	the Tin Man song
	loudly
	a song

	Lo Land
	my Barbie song
	lullabies to my newborn
	a song of sixpence

	Old MacDonald had a farm…
	my songs
	a song
	song

	Rudolph
	songs
	a song
	horsey song

	school one day
	silly songs
	the alphabet song
	a song

	a song from Duran Duran
	songs
	the elephant song
	a song

	I see song
	the Itsy Bitsy Spider
	ABC song
	a song

	sleep song
	The Wheels on the Bus
	ABC song
	a song

	Mommy song
	The Wizard of Oz
	a song
	a song

	a song
	
	song
	songs

	Take Me Out to the Ball Game
	
	songs
	stories

	
	
	silly made up songs
	Talk About Me

	
	
	songs
	the Wiggles theme

	
	
	songs with my children
	a tune

	
	
	The Muffin Man
	a tune

	
	
	This Land is Your Land
	Twinkle Twinkle Little Song

	
	
	tunes
	

	
	
	Twinkle Twinkle
	


Table 16 .  Objects for the verb sing.

Since these additional objects by the children were unique words and phrases, they were likely to be rated as dissimilar to the stock words and phrases that the mothers’ listed and thus the overall OS was reduced.  The question here is whether these items represent a difference in the children’s verb meanings.  As in the above discussion regarding SPS, the answer is again likely to be that they do not reflect a substantial difference in meaning.

Although the objects that the children listed are quite variable, particularly for the verb say in which they simply listed specific words that they could say such as “a car”, “lizard”, and “rooster”, it is more likely that the children meant that they could say these particular words and not that they could perform some sort of action on an actual car or rooster. 

Thus, just as in understanding children’s lower SPS values across verbs, understanding children’s lower OS verbs requires taking a closer look at the data itself.  These differences are not likely to signify a difference in children’s verb meanings compared to their mothers, such that the verb say when used with an object such as “rooster” refers to an event which the mother’s verb meaning does not encompass.
3.3.3.3 Relationship between SPS and OS

Although SPS and OS measure two different things - SPS measures the relative narrowness of a verb’s selectional preferences in terms of the argument classes that they draw from and OS measures the relative similarity of the particular objects which a verb selects for - they are likely to be closely related.  If a verb selects for a broad range of argument classes, then the objects selected from those argument classes are likely to be relatively disparate and so to be judged as dissimilar.  If a verb selects for a narrow range of argument classes, then the objects selected from those argument classes might have a lot in common with one another and may even be drawn from the same category level and so would be likely to be judged as similar to one another.  In order to assess the relationship between SPS and OS, bivariate correlational analyses were performed between SPS and OS for the children and their mothers during the two age periods.

All comparisons were found to be significant: SPS and OS across verbs for the children during the younger age period (r = 0.51, p < 0.05) and the older age period (r = 0.69, p < 0.05), and SPS and OS for the mothers during the younger age period (r = 0.60, p < 0.05) and the older age period (r = 0.72, p < 0.05).
3.3.4 Discussion

SPS and OS, calculated over the objects provided by children and mothers in the elicited objects task, were found to range continuously across verbs for both Sarah and her mother during both age periods.  Compared to the results from Experiment 1, SPS in the current experiment was truncated such that the high SPS verbs were not as high as those in Experiment 1.  This was argued to be due to differences in the nature of the experimental procedure, whereby the elicited objects task in the current experiment may have tended to reduce the variety of argument classes that corresponded to the objects that were used across verbs.  OS did not show the same effect, most likely because the way it is calculated does not depend on the overall distribution of objects, but rather on independent pairwise similarity.

For both age periods, children’s SPS and OS were correlated with their mothers’ SPS and OS but they were also lower.  In other words, children’s verbs showed broader selectional preferences and the objects used within a verb were more dissimilar to one another than the objects used within a verb by the mothers.  However, this difference was argued not to reflect a fundamental difference in verb meaning between the children and the mothers, but a difference in the variety of objects (and the argument classes that the objects represented) that the children listed compared to the mothers.

Furthermore, the children did not show a developmental change over the two age periods.  It was not the case that the younger children’s verbs were found to use a wider distribution of argument classes or a more disparate selection of objects compared to their older counterparts, and both age groups were found to correspond to their mothers’ SPS and OS.  These results mirror what was found for the small sample of data from the spontaneous speech over the same age periods from Sarah and her mother.
3.4 General Discussion

In summary, in both experiments children’s verb semantics were found to be in close correspondence with their mothers’.  Their verbs were correlated for SPS, indicating the children’s verbs’ selectional preferences were similarly narrow/broad to their mothers’ verbs’ selectional preference, and for OS, showing that the similarity of the objects that children used with a verb were comparable to the similarity of mothers’ verbs’ objects.  Correlations in SPS and OS were also found between the children over the two different age periods, demonstrating that children’s knowledge about the breadth and similarity of the complements that (these particular) verbs take does not appear to undergo significant changes across the two age periods.

However, in Experiment 2 the children’s SPS and OS were found to be lower than their mothers’.  In terms of SPS, this means that children’s verbs were less picky about drawing from the overall set of argument classes represented in their speech than mother’s verbs were
.  For OS, it means that the objects of children’s verbs were judged to be less similar to one another than the objects of mothers’ verbs
.

A possible explanation for children’s lower SPS and OS might be that they make fewer hierarchical distinctions among categories and that their verbs draw broadly from these categories.  This would be in keeping with findings that although young children easily learn basic level words such as dog and horse easily, they have trouble with superordinate or subordinate words such as animal or beagle (Anglin, 1977; Mervis & Rosch, 1981; Horton & Markman, 1980).  McDonough (2002) has suggested that 2-yr-olds’ overextensions of basic-level terms are due to not yet having clearly differentiated basic-level concepts from related conceptual categories.
The next section considers the implications this may have for the calculation of SPS and OS over the children’s data.
3.4.1 Calculating Semantic Selectivity with a Flatter Taxonomy

If children’s objects were drawn from a taxonomy with a flatter hierarchical structure and thus broader classes, then the objects that their verbs selected from these argument classes may have fallen outside of the classes that the mothers’ verbs selected from, making the children’s verbs appear to be less selective (and therefore to have lower SPS).

For the sake of illustration, say that the children’s verbs eat and drink draw from a broad category of (ingestibles(, and that this class does not contain subcategories for (foods( versus (beverages(, while for adults, eat draws from the category of (foods( (which is subsumed by the category of (ingestibles(), and drink draws from the category of (beverages( (also subsumed by the category of (ingestibles().  Since the children’s verbs draw from the broader category of (ingestibles(, the verb eat may occur with beverage objects and the verb drink may occur with food objects.  The calculation of SPS for the children’s use of eat and drink, using the adult semantic taxonomy of WordNet, would likely result in lower SPS than the mothers’ use of eat and drink - the children’s use of both eat and drink would be treated as drawing from both the classes (foods( and (beverages(, while the mothers’ use of eat would be treated as drawing from (foods( but not (beverages(, and drink as drawing from (beverages( but not (foods(.  (Whether children’s SPS would actually be lower or higher depends on the overall distribution of these argument classes in their speech.)

Given that children’s semantic taxonomy may be broader than their mothers’, and that this difference may affect both the objects they choose to use with a verb and the resulting calculation of SPS using WordNet, one might ask whether children’s verbs may actually have narrower selectional preferences than is being calculated by SPS using the adult WordNet structure.  Would it be more appropriate to calculate children’s verbs’ SPS using a semantic taxonomy more in line with their current point in development?

The answer to the first question, whether children’s verbs may actually have narrower selectional preferences than is being calculated by SPS using the adult WordNet structure is that it depends it depends on the organization of those classes and the verbs’ selections from those classes.  It is impossible to determine whether a reduced hierarchy of noun classes would result in lower or higher SPS values without knowing the actual structure of that hierarchy.  In fact, a reduced hierarchy of noun classes is likely to result in some verbs having relatively higher SPS and others having lower SPS, rather than all verbs being lower or higher than the SPS that would be calculated from the adult WordNet taxonomy.  What matters is how general or specific the classes are that the nouns are subsumed by in relation to which verbs select the nouns from these classes.  However, what can be said is that, as a general rule, SPS is likely to be lower the more general the classes are since many of the nouns will be subsumed by them and many of the verbs will select for them, e.g., (entity(.  SPS is likely to be higher the more specific the classes are since only a few nouns will be subsumed by them and only certain verbs will select for nouns from these classes, e.g, (furniture(.

The answer to the second question, whether it would be more appropriate to calculate children’s verbs’ SPS using a semantic taxonomy more in line with their current point in development, is a qualified yes.  It depends on whether the goal of the analysis is to identify how selective the children’s verbs are according to the adult grammar, or to ask how selective the verbs are relative to each other.  Certainly both goals are likely to be desired, and in the current study, it would be ideal if SPS could have been calculated using both WordNet and a developmental analogue.  The larger problem is that, to my knowledge, no developmental taxonomy such as WordNet exists, creating one would be a huge undertaking, and it’s possible that there may be large individual differences in the organization of a child’s semantic knowledge over development.  For all of these reasons, children’s verbs’ selectional preferences were analyzed using the adult WordNet taxonomy.

As for the effect of a possibly flatter taxonomy on the calculation of children's OS, it is more difficult to assess since the OS is simply calculated as the average of similarity judgments.  There is no external reference to a formal taxonomic structure.  However, as for SPS, the implication for OS is that, to the extent that children consider items within a possibly broader taxonomic class to be similar to one another whereas adults may not, OS could be an underestimation of children's assessment of verbs' OS.
3.4.2 Implications for the Acquisition of the Implicit Object Construction

If children truly have broader verb meanings, then they may be less able to recover the specific meaning of an indefinite implicit object, e.g., using the previous example, they may recover only that "Jack is eating" refers to some kind of (ingestibles( but not specifically to (foods().

However, this would not necessarily be expected to result in the use of indefinite implicit objects across more verbs than their mothers.  It could.  However, it may not for the following reason.  In Chapter 2 (Linguistic Analysis), the rate at which the constraint requiring omission of the indefinite internal argument was defined as a function of the Semantic Selectivity (SPS) of the verb in the input relative to the range of SPS values across all verbs.  Thus, as the learner experiences the occurrence of overt indefinite objects for certain verbs, notes that they are relatively low in SPS, and adjusts her grammar accordingly, she would still allow implicit indefinite objects for other verbs which are relatively high in SPS.  It may not matter whether these verbs are as high in SPS for the learner as they are for the adult, so long as their SPS values are, in relative terms, higher than the verbs which she hears used with overt indefinite objects.  In fact, the results of the studies in this chapter show that even though the children's verbs are lower in SPS and OS than their mothers' verbs, they do show a range of SPS and OS values and they are correlated overall with their mothers' SPS and OS.  That is, the verbs that are relatively high in SPS and OS for the mothers are also relatively high in SPS and OS for the children, and thus there is overlap in the verbs that both the learner's grammar and the target grammar would generate indefinite implicit objects for.

Chapter 4.  Implicit Objects in Spontaneous Speech

4.1 Introduction

In Chapter 2 (Linguistic Analysis), acquisition was suggested to involve a readjustment of an initial state grammar that treats indefinite implicit objects as grammatical across all verbs, generating them only in accordance with high semantic selectivity, and atelic and imperfective properties in the input.  This change was proposed to be motivated by disparities between the forms the learner’s early grammar generates and those the learner encounters in the language input, specifically the difference between the learner’s overgeneralization of the implicit object output and the occurrence of sentences with overt indefinite objects in the language input.  This means that although the proposed initial state grammar would allow for the successful identification of implicit objects in the surface syntactic structure, successful use of implicit objects in spontaneous production would crucially require knowledge of verbs’ semantic selectivity, as well as knowledge of telicity and perfectivity.  With regard to semantic selectivity, Chapter 3 (Verb Semantic Preferences) showed that even as early as 2;6 - 3;0 years, children do possess the necessary knowledge of verbs’ selectional semantic preferences (SPS and a second measure, Object Similarity, OS) that would allow them to recover the general meaning of an implicit object and to appropriately restrict implicit objects.

The current chapter explores the child’s use of implicit objects in spontaneous speech, looking at the extent to which she correctly restricts implicit objects across verbs.  Specifically, this chapter investigates whether the child uses indefinite implicit objects in accordance with semantic selectivity and telicity
.  Her use is compared to her mother’s use over two age periods (2;6 to 3;0 years and 3;6 to 4;0 years).

Although the analysis in Chapter 2 (Linguistic Analysis) is primarily concerned with indefinite implicit objects, with regard to definite implicit objects the proposed analysis also suggests that until the learner identifies that indefinite implicit objects must be recoverable from the semantic selectivity of the verb and that definite implicit objects much be recoverable from the previous discourse or physical presence, she may not necessarily distinguish her use of these two types of implicit objects.  That is, she may use both indefinite and definite implicit objects with a verb until she learns to restrict her use of these two types of implicit objects in accordance with the factors which govern them.  Therefore, it is also asked whether the child uses definite implicit objects at all, and importantly, whether she distinguishes them from indefinite implicit objects.

This chapter builds on previous findings of relationships between the rate of indefinite implicit objects and both SPS and OS.  Resnik (1996) found that SPS and rate of implicit objects were correlated in a corpus of adult written English (Brown corpus of American English, Francis and Kucera).  Nicol et al., (2003) looked at a small sample of spontaneous speech of three children whose ages ranged over 3;5 to 5;2 years and found that rate of implicit objects was correlated both with OS from the same corpus and with OS calculated over a corpus of elicited objects from children between the ages of 2;6 and 4;0 years.  The children’s rate of implicit objects was not correlated with SPS from either of these two corpora, however.  Turning to adults, Nicol et al., (2003) found that rate of implicit objects from Resnik (1996) was correlated with both OS and SPS calculated over a corpus of elicited objects produced by adults.  Taken together these results show a relationship between implicit objects and the narrowness of verb semantics, and warrant a more detailed look at the child’s acquisition of the implicit object construction.  The current study differs and improves upon the previous study by Nicol et al. (2003) in several ways.

First, the size of the corpus of the child’s spontaneous speech is about four times as large as the set of transcripts analyzed in Nicol et al. (2003), which was unfortunately so small that about half of the verbs could not be investigated since they were used either very infrequently or not at all.

Second, the data in the current study come from the spontaneous speech from a single child over two age periods, allowing for a developmental look.  In comparison, the transcripts analyzed in Nicol et al. (2003) included the speech of three different children who were all different ages ranging over 3;5 to 5;2 years, thus no developmental comparisons could be made and, in fact, the age range across the three children was rather wide and may have obscured any developmental change.

Third, Resnik’s (1996) study analyzed the use of implicit objects in a corpus of adult written English, the Brown corpus of American English (Francis and Kucera); Nicol et al. (2003) compared implicit objects in children’s spontaneous speech to these data.  For Resnik’s (1996) purposes, this corpus was ideal because it was so large and it combined a large variety of sources.  For the purposes of the current study, however, it was preferable to look at the mother’s spontaneous speech since this is the input that is actually directed toward the child.  It is possible that there could be differences both in the use of implicit objects in written versus spoken language and in child-directed versus adult-direct speech.  To this end, the mother’s spontaneous speech was analyzed during the two age periods when the child was between 2;6 and 3;0 years and 3;6 and 4;0 years.

Fourth, a distinction was made in the current study when identifying implicit objects in the corpora of indefinite versus definite implicit objects.  The claims about the relationship of verb semantics to the use of an implicit object are specific to the use of understood or indefinite implicit objects, rather than definite implicit objects whose referents may be found in the preceding discourse or the physical surroundings.  Although English does not allow a high rate of definite implicit objects, they are used to some extent.  Since their use was not expected to correspond to the semantic narrowness of the verb, it was deemed important to distinguish the two types of implicit objects to see whether the child was able to differentiate them.  Resnik (1996) identified the absence of a direct object by an automated heuristic and then manually checked whether the implicit object was indeed indefinite according to the diagnostics put forth by Cote (Cote, 1992).  However, he did not analyze the use of definite implicit objects.  In Nicol et al., (2003) (who identified omitted objects manually) definite implicit objects were not identified and distinguished from indefinite implicit objects; rather all omitted objects were treated as indefinite implicit objects by default.

Fifth, two tests were performed to assess whether the use of indefinite implicit objects across verbs corresponded to SPS and OS.  The first, following Resnik (1996) and Nicol et al. (2003) considered whether there was a linear prediction by SPS and OS for the rate of implicit objects across verbs.  This was tested by a linear regression, similar to the correlations that were run in Resnik (1996) and Nicol et al. (2003).  New to the current study was a logistic regression which tested whether there was a relationship between the continuous variables of SPS and OS, with the binary variable of whether or not a particular verb ever occurred with an implicit object.  Resnik (1996) argued that the more information a verb carries about its argument classes, the more recoverable an object may be and thus the more likely object omission would be.  However, this assumes that all things are equal in production, in other words, that each verb has an equal chance of being used by a speaker with an indefinite internal argument.    Given that it is impossible to control the frequency of the input in spontaneous speech, the logistic regression analysis abstracts away from frequency and considers only whether a verb ever occurred with an implicit object or not
.

Finally, the current study also considered the role of aspect in the omissibility of the direct object.  Although the Imperfective / Perfective distinction was unfortunately not marked frequently enough to allow analysis in either the child’s or the mother’s corpora, the use of implicit objects with Telic / Atelic verbs was tested.

In the current study, six main questions are asked.

First, it is asked whether the child uses indefinite and/or definite implicit objects at all, and if so, to what extent.  In Section 2.5 (Acquisition) of Chapter 2 (Linguistic Analysis), it was suggested that the initial state of the learner’s grammar may over- or under-generate (at least indefinite) implicit objects for all verbs with an internal argument, rather than restricting implicit objects to particular verbs as in the adult grammar.  It is only as the child learns the semantic and aspectual properties of the verbs that her grammar would adjust in accordance with the language input.

Looking at the child’s use of indefinite implicit objects, the second question concerns the extent to which the child’s use of indefinite implicit objects corresponds to her mother’s use of indefinite implicit objects across verbs.  That is, does her use of indefinite implicit objects across verbs overlap with the same verbs that her mother uses indefinite implicit objects with and to what extent, or is the child’s use of indefinite implicit objects spread out over a greater number of verbs?

The third question concerns the child’s use of implicit objects in accordance with the factors of semantic selectivity, telicity, and perfectivity.  If the child’s grammar has not yet adjusted in accordance with the language input, then her use of indefinite implicit objects would not correspond to these factors.  However, given that children’s knowledge of verbs’ semantic preferences is relatively developed by two years of age, it is expected that this knowledge will have allowed her to adjust her grammar in accordance with the language input and that her use of indefinite implicit objects will correspond to these factors, even if she uses indefinite implicit objects with a greater or smaller number of verbs than her mother.
The fourth question asked is whether the child’s use of definite implicit objects show a similar correspondence to the factors of semantic selectivity, telicity, and perfectivity, or not.  This will show whether the learner truly understands the circumstances allowing indefinite implicit objects, such that she does not extend this generalization to definite implicit objects.

The fifth question concerns the mother’s use of indefinite arguments in the child-directed input.  It is asked whether her use of indefinite implicit objects is, in fact, restricted in accordance with the factors of semantic selectivity and telicity, and whether the input contains the relevant triggers of overt indefinite implicit objects with verbs that are low in semantic selectivity and/or which are [+ Telic].

Finally, the sixth question explored is whether performance factors such as increased memory load (operationalized as longer sentence length given the co-occurrence of an overt subject argument) could account for or at least contribute to children’s use of implicit objects.

4.2 Method

4.2.1 Corpora

The spontaneous speech was the same that was analyzed in Chapter 3 (Verb Semantic Preferences), the Sarah corpus (R. Brown, 1973), available through the CHILDES database (MacWhinney, 2000).  In both the previous and the current chapter, the files between 2;6 and 3;0 years and 3;6 and 4;0 years were analyzed.

Each file was coded either by the experimenter or by a research assistant.  All files coded by a research assistant were checked by the experimenter for accuracy and inter-rater reliability, as described in Chapter 3 (Verb Semantic Preferences).
4.2.2 Coding

The corpus was manually searched for utterances containing 29 of the 30 verbs which Resnik (1996) originally analyzed and which were analyzed in Chapter 3 (Verb Semantic Preferences).  The verb see was not coded in the current analysis (nor in Chapter 2 (Linguistic Analysis)) because it was frequently used without a direct object as a verb of apprehension (e.g., “You see?” meaning “Do you understand?”) rather than a transitive verb of perception (e.g., “See (the book)?”).  Since it was often difficult to distinguish which meaning was intended, this verb was excluded all together.  Instances of the verb play with a with-phrase (e.g., “play with Daddy) were also excluded from the analysis since it was not clear whether to code this as an instance of an implicit object (e.g., “play (a game) with Daddy”) or to consider the with-phrase as the argument of the verb.
4.2.2.1 Sentence Types

Each utterance containing one of the verbs of interest was coded as one of the following:  Declarative, Question, Conditional, Imperative, Conjunction, Embedded, Infinitival.  Examples of each from Sarah’s mother’s utterances during the older age period are given in Table 17 below.

In order to compare the rates of subject and object omission, it was necessary to distinguish the sentential contexts in which subjects may be expected to occur from those in which subjects would not be expected to occur.  Declarative, Question, and Conditional sentence types were considered to be contexts in which an overt subject, while Imperative, Conjunction, Embedded, and Infinitival were considered to be contexts that required the subject to be omitted.

	Type of Sentence
	Example

	Declarative
	Nana brought this for me .

	Question
	want a drink of milk ?

	Conditional
	if ya don’t eat all your lunch .

	Imperative
	eat the cookie .

	Conjunction
	you like to go down to the beach and play with Laurie ?

	Embedded
	let’s hear the rest of the song .

	Infinitival
	you want to play with Sheryl today ?


Table 17 .  Sentence types.

4.2.2.2 Objects

For each verb, its complement was coded in one of the following six categories:  Indefinite Implicit Object, Indefinite Overt Object, Definite Implicit Object, (Other) Overt Object.  As in Chapter 3 (Verb Semantic Preferences), since the verbs investigated in the current study are all maximally two-argument verbs, the absence of an overt object was always considered to be an instance of an implicit object.
Indefinite Implicit Objects

An implicit object was considered to be Indefinite if the understood referent was not noted in the transcript as being physically present nor had it been overtly mentioned in the previous four or five lines of discourse.  The understood referent is thus nonspecific and non-identifiable, and is only recoverable from the meaning of the verb.

For example, in the following conversation
, Sarah and her mother were pretending to have a tea party.  Earlier in the conversation, Sarah had pretended to eat “cheese”, “dinner”, and “homebakes”, but at the time of the utterance below, Sarah and her mother had been discussing pouring a glass of milk.  By the time Sarah asked her mother “you want eat?” she hadn’t immediately been talking about food and there was none physically present.  Thus, the implicit object in Sarah’s question “you want eat?” was considered to be an instance of an Indefinite Implicit Object.

Sarah:  Mommy # bring glass # me.

Sarah:  Get [/] get glass # Mummy.

Sarah:  xxx glass a Mummy.

Mother: 0

%act:  gives glass to Sarah

Sarah:  Dat glass # pour on # milk.

Sarah:  Pour dis # in # here.

Sarah:  Mummy # you want eat?
Indefinite Overt Objects

Only the semantic quantifiers something/somebody, anything/anybody, everything/everybody, and nothing/nobody, used in the absence of an identifiable referent in the physical surroundings or in the previous discourse, were considered to be instances of overt indefinite objects
.

Definite Implicit Objects

An implicit object was considered to be definite if the understood referent was noted in the transcript as being physically present or had been overly mentioned in the previous four or five lines of discourse.

For example, in the following conversation
, Sarah and the experimenter discussed a small suitcase that Sarah had just brought out from her room.  The suitcase was referenced by Sarah in the first sentence using a full NP (“my suitcase”), referred to by the experimenter in the second sentence using a pronoun (“that”), and referred to in the third sentence by Sarah using an implicit object.  Since the referent of the implicit object was both physically present and was clearly referenced in the previous lines of discourse, this was considered to be an instance of a Definite Implicit Object.

Sarah:  My suitcase.

Gloria:  Who gave that to you?

Sarah:  Dot gave me.
Grammaticality of Implicit Objects

Instances of indefinite and definite implicit objects were coded as Grammatical or Ungrammatical, as judged by the coder.  An implicit object was considered Grammatical if the coder judged its use within the context of the dialog to be acceptable in her own adult grammar, and Ungrammatical if the use of the implicit object in the context of the dialog was not acceptable in her own adult grammar.

4.2.2.3 Subjects

For each verb, the sentential subject was coded in one of the following six categories:  Indefinite Implicit Subject, Definite Implicit Subject, Overt Subject.   Since the verbs investigated in the current study are all maximally two-argument verbs, the absence of an overt subject was always considered to be an instance of an implicit subject.  Implicit subjects were considered to be Indefinite or Definite according to the same criteria as for implicit objects of physical presence and/or previous mention in the discourse.

4.2.3 Telicity

In accordance with the argument put forth in Chapter 2 (Linguistic Analysis), rather than assessing the Telicity of the produced sentence, each verb was coded either as inherently [+ Telic] (Telic) or [0 Telic] (Atelic).  The diagnosis of Telicity or Atelicity to each of the verbs was the same as was assigned in Chapter 2 (Linguistic Analysis).
4.2.4 Selectional Preference Strength (SPS) and Object Similarity (OS)

Selectional Preference Strength (SPS) and Object Similarity (OS) were calculated in the previous chapter, Chapter 3 (Verb Semantic Preferences) for the corpus of spontaneous speech analyzed in the current study.  However, these values were not used in the current study because of the small sample size.  (Unlike rate of implicit objects, which can be calculated relative to the total number of utterances, SPS and OS were calculated over the subset of utterances that contained a full noun phrase direct object.)  Thus, in the current study, the SPS and OS values that were used were those that were calculated in Experiment 2 over the elicited object data.
4.3 Results

The results are presented in the following six sections.
To begin, Section 4.3.1 (Overall Rates of Implicit Objects) presents the rates at which Sarah and her mother omit subjects and objects in their speech during each of the two age periods.
The use of indefinite and definite implicit objects are then explored separately in Section 4.3.2 (Indefinite Implicit Objects) and Section 4.3.3 (Definite Implicit Objects).  For both types of implicit objects, it is asked whether Sarah and her mother restrict their use in accordance with the factors of semantic selectivity (SPS and OS) and telicity, whether Sarah uses implicit objects with the same verbs that her mother does, and whether any memory overload might contribute to Sarah’s use of implicit objects.

Finally, in Section 4.3.4 (Indefinite Overt Objects), it is asked whether Sarah’s mother uses indefinite overt objects, since these were argued in Chapter 2 (Linguistic Analysis) to be relevant triggers for the child to adjust her grammar in accordance with the language input.

A summary of the results is presented in the final section, Section 4.3.5 (Summary).
4.3.1 Overall Rates of Implicit Objects

The numbers of omitted subjects and objects are shown in Table 18, and the overall rates of subject and object omission in Sarah’s and her mother’s spontaneous speech during both age periods are depicted in Figure 27.

The rate of omitted subjects was calculated as the percentage of indefinite and definite implicit subjects in the following sentence types which were considered to be contexts in which overt subjects may occur, Declarative, Questions, and Conditionals.  Since objects are not restricted from occurring in certain sentence types, unlike for omitted subjects, the rate of implicit objects was calculated as the percentage of definite and indefinite implicit objects over all sentence types.

	
	
	2;6 - 3;0 yrs
	3;6 - 4;0 yrs

	
	
	Sarah
	Mother
	Sarah
	Mother

	Subjects
	Omitted
	64
	90
	42
	51

	
	Overt
	373
	612
	463
	490

	
	TOTAL
	437
	702
	505
	541

	Objects
	Omitted
	75
	42
	42
	43

	
	Overt
	380
	794
	517
	663

	
	TOTAL
	455
	836
	559
	706


Table 18 .  Numbers of omitted subjects and objects.
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Figure 27 .  Rates of omitted subjects and objects.
Sarah produced 455 utterances during the younger age period and 599 utterances during the older age period, and during both age periods she used 27 of the 30 verbs.  Her mother produced 836 utterances during the younger age period, containing 28 different verbs, and 706 utterances during the older age period, containing 27 different verbs.  Thus, although Sarah’s mother produced a greater overall number of utterances, both Sarah and her mother used most of the verbs of interest.

4.3.1.1 Omitted Subjects

During the younger age period, Sarah’s rate of omitted subjects was 14.6% (n = 64), a rate that was not found to be significantly higher than her mother’s rate of 12.8% (n = 90) omitted subjects ((2 = 0.77, df = 1, p > 0.05).  Similarly, during the older age period, Sarah’s rate of omitted subjects of 8.3% (n = 42) was not found to be significantly higher than her mother’s rate of 9.4% (n = 51) omitted subjects ((2 = 0.40, df = 1, p > 0.05).  However, Sarah’s rate of omitted subjects was found to be significantly higher during the younger age period (14.6%, n = 64) than during the older age period (8.3%, n = 42), ((2 = 9.40, df = 1, p < 0.05).  In contrast, her mother’s rate of omitted subjects was not found to be significantly higher during the younger age period (12.8%, n = 90) than during the older age period (9.4%, n = 51), ((2 = 3.50, df = 1, p > 0.05).

In sum, Sarah’s rate of omitted subjects was higher during the younger age period than during the older age period, but comparable to her mother’s rate of omitted subjects during both of these periods.

4.3.1.2 Omitted Subjects

During the younger age period, Sarah’s rate of omitted objects was 16.5% (n = 75), a rate that was found to be significantly higher than her mother’s rate of 5.0% (n = 42) omitted objects ((2 = 46.95, df = 1, p < 0.05).  In contrast, during the older age period, Sarah’s rate of 7.5% (n = 42) omitted objects was not found to be significantly higher than her mother’s rate of 6.1% (n = 43) omitted objects ((2 = 1.01, df = 1, p > 0.05).  Comparing across the two age periods, Sarah’s rate of 16.5% (n = 75) omitted objects during the younger age period was found to be significantly higher than her rate of 7.5% (n = 42) omitted objects during the younger age period ((2 = 19.77, df = 1, p < 0.05).  In contrast, Sarah’s mother’s rate of omitted objects did not differ across the two age periods ((2 = 0.84, df = 1, p > 0.05).

In sum, Sarah’s rate of omitted objects was higher during the younger age period than during the older age period.  Compared to her mother, Sarah’s rate of omitted objects was higher during the younger age period but not the older age period.  The next two sections look separately at the rates of indefinite and definite implicit objects and their relation to the factors of semantic selectivity and telicity.

4.3.2 Indefinite Implicit Objects


The overall rates of indefinite implicit objects in Sarah’s and her mother’s spontaneous speech during both age periods are shown in Figure 28 below.
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Figure 28 .  Rates of indefinite implicit objects.

4.3.2.1 Overall Rates and Grammaticality

During the younger age period, Sarah’s rate of indefinite implicit objects was 7.5% (n = 34), occurred with 11 different verbs, and the majority were grammatical (71% were coded as grammatical).  Her mother’s rate of indefinite implicit objects was 4.5% (n = 38), occurred with only seven different verbs, and were 100% grammatical.  Sarah’s rate was found to be significantly higher than her mother’s rate of indefinite implicit objects ((2 = 4.79, df = 1, p < 0.05).

In contrast, during the older age period, Sarah’s rate of indefinite implicit objects was 4.8% (n = 27), occurred with nine different verbs, and were 81% grammatical.  Her mother’s rate of indefinite implicit objects during this age period was 3.4% (n = 24), occurred with only six different verbs, and were again 100% grammatical.  Sarah’s rate was not found to be significantly higher than her mother’s rate of indefinite implicit objects ((2 = 1.65, df = 1, p > 0.05) during this age period.

Comparing across the two age periods, Sarah’s rate of 7.5% (n = 34) indefinite implicit objects during the younger age period was found to be significantly higher than her rate of 4.8% (n = 27) omitted objects during the younger age period ((2 = 3.10, df = 1, p < 0.05).  In contrast, Sarah’s mother’s rate of omitted objects did not differ across the two age periods ((2 = 1.65, df = 1, p < 0.05).

In sum, Sarah used a higher rate of indefinite implicit objects with a greater number of verbs than her mother did during the younger age period, but her rate of indefinite implicit objects was comparable to her mother’s rate by the older age period.  While it is possible that Sarah’s higher rate of indefinite implicit objects reflects overgeneralization of the indefinite implicit object construction across verbs, the relatively high incidence of grammaticality suggests that Sarah indeed often restricts her use of indefinite implicit objects appropriately.

The next sections take a closer look at Sarah’s use of indefinite implicit objects.  First, the relationship between Sarah’s use of indefinite implicit objects and semantic selectivity and telicity are assessed in Section 4.3.2.2 (Semantic Selectivity (SPS/OS)) and Section 4.3.2.3 (Telicity).  Next, in Section 4.3.2.4 (Verb Overlap), it is asked whether Sarah uses indefinite implicit objects with the same verbs her mother does.  Finally, in Section 4.3.2.5 (Processing Demands), it is considered whether memory overload might contribute to Sarah’s use of implicit objects.

4.3.2.2 Semantic Selectivity (SPS/OS)

With regard to the relationship between the use of indefinite implicit objects and Semantic Selectivity, two questions were posed:  did the verbs exhibit a higher rate of indefinite implicit objects given higher SPS and/or OS, and were verbs more likely to occur with an indefinite implicit object given higher SPS/OS?

Since this is an observational study of spontaneous speech, the frequency with which a speaker intended an indefinite implicit could not be controlled.  All things being equal, a higher frequency (rate) of indefinite implicit objects for verbs of high SPS/OS might be expected.  However, all things are not equal in a corpus of spontaneous speech, and so a better question might be whether a verb occurs at least once with an indefinite implicit object in the corpus.  Analyses were performed to address both questions.
The first question, whether verbs exhibited a higher rate of indefinite implicit objects given higher SPS and/or OS was addressed by linear regression.  This type of regression tests the linear relationship between two continuous variables, in this case, rate of indefinite implicit objects and each of SPS and OS.  Since some verbs were used too infrequently to accurately assess rate of indefinite implicit objects, these analyses included only those verbs that were used at least five times by a speaker (child or mother) during a particular age period (younger or older).
The second question, whether verbs were more likely to ever occur with an indefinite implicit object given higher SPS and/or OS was addressed by logistic regression.  Logistic regression was used because this type of regression tests the likelihood ratio of a binary variable against a continuous variable.  In the current study, the occurrence of a verb with an indefinite implicit object was treated as a binary variable, with verbs that never occurred with an indefinite implicit object coded as 0 and verbs that occurred at least once with an indefinite implicit object coded as 1.  The continuous variables against which the binary dependent variable was tested were SPS and OS.

These questions were posed separately for Sarah and her mother for each of the two age periods.

Younger Age Period

Sarah


Looking first at Sarah’s use of indefinite implicit objects during the younger age period, Figure 29 shows the rate of indefinite implicit objects as a function of SPS (a) and OS (b) and the estimated probability
 of a verb occurring even once with an indefinite implicit object as a function of SPS (c) and OS (d).
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Figure 29 .  Rates and estimated probability of indefinite implicit objects as a function of SPS/OS:  Sarah, younger age period.
The first question was whether Sarah exhibited higher rates of indefinite implicit objects across verbs in accordance with higher SPS and/or OS.  A linear regression analysis did not find SPS to be a significant predictor of rate of indefinite implicit objects (F(1,19) = 3.49, p = 0.078), but did find OS to be a significant predictor (F(1,19)  = 8.23, p < 0.05).

The second question was whether the occurrence in Sarah’s speech of indefinite implicit objects with 11 verbs (and not the other 16 verbs) was predicted by the verbs’ SPS and/or OS.  A logistic regression analysis was used to find the probabilities associated with the likelihood of a verb occurring with an indefinite implicit object; these are graphed in Figure 29 (c) and (d) above.  Interestingly, the analysis of relationship between SPS and indefinite implicit objects is appears positive, while the relationship between OS and indefinite implicit objects appears slightly negative.  However, the chi-square analysis of the logistic regression did not find a significant effect for either SPS ((2 = 0.39, df = 1,p > 0.05) or OS ((2 = 0.06, df = 1, p > 0.05), and so the graphs of the estimated probabilities should be not be viewed as reliable estimates of the likelihood of an indefinite implicit object for either SPS or OS.

Thus, during the younger age period, Sarah was shown to use a higher rate of indefinite implicit objects across verbs given higher OS.  However, she was not shown to restrict which verbs occurred with indefinite implicit objects to those of higher SPS or OS.

Sarah’s Mother

Sarah’s mother’s use of indefinite implicit objects during the younger age period as a function of SPS and OS is shown in Figure 30 with the rate of indefinite implicit objects as a function of SPS and OS shown in (a) and (b) respectively, and the estimated probability of a verb occurring with an indefinite implicit object as a function of SPS and OS shown in (c) and (d) respectively.
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Figure 30 .  Rates and estimated probability of indefinite implicit objects as a function of SPS/OS:  Sarah’s mother, younger age period.
Looking first at whether Sarah’s mother exhibited higher rates of indefinite implicit objects across verbs, neither SPS nor OS were found to be significant predictors, (F(1,22)  = 3.04, p = 0.096) for SPS and (F(1,22) = 3.62, p = 0. 071) for OS.  That is, Sarah’s mother did not use a higher frequency of indefinite implicit objects given higher SPS or OS.

The next question concerned the occurrence of a verb with an indefinite implicit object as a function of SPS and OS.  A logistic regression analysis found the probabilities associated with the likelihood of a verb occurring with an indefinite implicit object to be steeply positive for both SPS and OS, with the chi-square analyses of the logistic regressions significant for both SPS ((2 = 7.19, df = 1, p < 0.05) and OS ((2 = 8.10, df = 1, p < 0.05).

These results stand in contrast to Sarah during the younger age period who was shown to use a higher rate of indefinite implicit objects across verbs given higher OS, but did not restrict which verbs occurred with indefinite implicit objects to those of higher SPS or OS.  Sarah’s mother was found not to use a higher rate of indefinite implicit objects across verbs given higher SPS/OS, but to restrict which verbs occurred with indefinite implicit objects to those of higher SPS or OS.  That is, Sarah’s mother used indefinite implicit objects primarily with verbs of high SPS/OS, but the incidence of indefinite implicit objects across these verbs did not increase in accordance with increasing SPS/OS.

Older Age Period

Sarah

Looking next at Sarah’s use of indefinite implicit objects during the older age period, Figure 31 shows the rate of indefinite implicit objects as a function of SPS (a) and OS (b) and of a verb occurring even once with an indefinite implicit object as a function of SPS (c) and OS (d).
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Figure 31 .  Rates and estimated probability of indefinite implicit objects as a function of SPS/OS:  Sarah, older age period.
In contrast to the findings for the younger age period, now during the older age period, linear regression analyses did not find either SPS (F(1,22)  = 3.06, p = 0.095) nor OS (F(1,22) = 3.62, p = 0.071) to be significant predictors of the rate of indefinite implicit objects.

Nor were the chi-square analyses of the logistic regressions found to be significant for either SPS ((2 = 3.14, df = 1, p = 0.076) or OS ((2 = 2.51, df = 1, p = 0.11).  However, in contrast to the younger age period, by this age period the estimated probabilities associated with the likelihood of a verb occurring with an indefinite implicit object to be positive for both SPS and OS.

Thus, during the older age period, Sarah was not shown to use a higher rate of indefinite implicit objects across verbs given higher SPS/OS, but neither was she shown to restrict which verbs occurred with indefinite implicit objects to those of higher SPS or OS.  However, the estimated probabilities from the logistic regression analyses suggest that her use of indefinite implicit objects shows a tendency to be more restricted to verbs of higher SPS/OS.

Sarah’s Mother


Finally, looking at Sarah’s mother’s use of indefinite implicit objects during the older age period, Figure 32 shows the rate of indefinite implicit objects as a function of SPS (a) and OS (b) and of a verb occurring even once with an indefinite implicit object as a function of SPS (c) and OS (d).
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Figure 32 .  Rates and estimated probability of indefinite implicit objects as a function of SPS/OS:  Sarah, older age period.
The results during the older age period for Sarah’s mother mirrored those found during the younger age period.

Looking first at whether Sarah’s mother exhibited higher rates of indefinite implicit objects across verbs, neither SPS nor OS were found to be significant predictors, (F(1,23) = 0.33, p > 0.05) for SPS and (F(1,23) = 0.88, p > 0.05) for OS.  That is, Sarah’s mother did not use a higher frequency of indefinite implicit objects given higher SPS or OS.

The next question concerned the occurrence of a verb with an indefinite implicit object as a function of SPS and OS.  A logistic regression analysis found the probabilities associated with the likelihood of a verb occurring with an indefinite implicit object to be steeply positive for both SPS and OS, with the chi-square analyses of the logistic regressions significant for both SPS ((2 = 2.24, df = 1, p < 0.05) and OS ((2 = 4.38, df = 1, p < 0.05).

Again, these results show that Sarah’s mother used indefinite implicit objects primarily with verbs of high SPS/OS, but the incidence of indefinite implicit objects across these verbs did not increase in accordance with increasing SPS/OS.

Summary

In sum, Sarah was found to use a higher rate of indefinite implicit objects across verbs given higher OS during the younger age period, but by the older age period there was no effect of either SPS or OS on her rate of indefinite implicit objects.  Her mother’s rate of indefinite implicit objects was not found to be higher in correspondence with SPS/OS.

This result is somewhat surprising because it contrasts with Resnik’s (1996) finding that SPS was correlated with the rate of implicit objects in an adult corpus; however as noted in the introduction to this chapter, there are significant differences in the corpus and methods between Resnik’s (1996) study and the current one.  Moreover, since relative frequencies of intended indefinite arguments are not manipulated in spontaneous speech, it is possible that the frequency with which Sarah’s mother intended an indefinite internal argument with verbs of higher SPS and OS was relatively low and therefore the potential for indefinite implicit objects with these verbs was also reduced.
As for the occurrence of a verb with an indefinite implicit object as a function of SPS/OS, no significant effect was found for Sarah at either age period, but her mother was found to use indefinite implicit objects primarily with verbs of high SPS/OS.

Thus, at neither age period do Sarah’s use of indefinite implicit objects correspond to SPS/OS in the same way that her mother’s does, but they do occur more frequently with increasing SPS/OS.

4.3.2.3 Telicity

Similar questions were posed regarding the use of indefinite implicit objects and telicity as were posed above for the relationship between the use of indefinite implicit objects and semantic selectivity.
The first question posed was whether atelic verbs exhibited a higher rate of indefinite implicit objects than telic verbs?  This was tested using a chi-square statistic, which assesses whether the observed frequencies of indefinite implicit objects with atelic and telic verbs differ significantly from expected frequencies.  Because telicity is a binary variable, a linear regression analysis, as had been used to investigate the frequency of indefinite implicit objects as a function of semantic selectivity, was inappropriate.  Furthermore, because the nature of an observational study does not ensure that the numbers of telic and atelic verbs that are used are equal, nor that the number of times each of the verbs are used is equal, a t-test was also inappropriate.  Because this test is not performed over individual verbs, all utterances were included.
Second, it was asked whether indefinite implicit objects were more likely to occur with atelic verbs than with telic verbs.  In the previous section, logistic regression analyses were used to assess whether SPS and/or OS predicted whether verbs ever occurred with an indefinite implicit object.  Similarly, because telicity is a binary variable, a logistic regression analysis, as had been used to investigate the occurrence of indefinite implicit objects across verbs as a function of semantic selectivity, was inappropriate.  Furthermore, the sample size of verbs is so small, assessing whether indefinite implicit objects were more likely to occur with atelic verbs than with telic verbs could only be statistically tested using a binomial probability
 rather than a chi-square test.
Because many of the 30 verbs investigated in this study occurred infrequently in Sarah’s and her mother’s spontaneous speech, only verbs that appeared at least five times for a given speaker during an age period were included in the current analysis.  With regard to the second question of whether indefinite implicit objects were more likely to ever occur with atelic verbs than with telic verbs, it crucial to the test that the verb occurred frequently enough for an indefinite implicit object to have occurred with it, if indeed one is allowed.  For example, if a verb was used only twice, then there were only two chances for the verb to occur with an indefinite implicit object.  Setting a criterion of a minimum of five instances raises the random possibility of an implicit object to one in give, or 20%.
These questions were posed separately for Sarah and her mother for each of the two age periods.

Younger Age Period

Sarah

Looking first at the frequency of indefinite implicit objects as function of telicity, during the younger age period, Sarah produced 282 utterances with atelic verbs containing 28 indefinite implicit objects (9.9%), and 173 utterances with telic verbs, only six of which included an indefinite implicit object (3.5%).  These distributions were found to differ significantly ((2 = 5.66, df = 1, p < 0.05).
However, looking at whether Sarah tended to restrict her use of indefinite implicit objects as a function of telicity, no significant effect was found.  Sarah used 22 verbs at least five times each.  Thirteen of these verbs were atelic, with eight of them (62%) occurring with an indefinite implicit object at least once.  Of the nine telic verbs, only three of them (33%) occurred with an indefinite implicit object.  Despite this difference in the relative number of verbs that occurred with an indefinite implicit object for atelic and telic verbs, a binomial probability was not found to be significant (p = 0.16).
Thus, during the younger age period, Sarah was shown to use a higher rate of indefinite implicit objects with atelic verbs.  However, she was not shown to restrict her use of indefinite implicit objects to atelic verbs.

Sarah’s Mother

Turning next to Sarah’s mother, she produced 416 utterances with atelic verbs containing 38 indefinite implicit objects (9.1%), and 420 utterances with telic verbs with none of these including an indefinite implicit object (0%).  These distributions were found to differ significantly ((2 = 36.75, df = 1, p < 0.05), as they had for Sarah during this age period.
However, in contrast to Sarah, she was furthermore shown to restrict her use of indefinite implicit objects to atelic verbs.  During the younger age period, Sarah’s mother also used 22 verbs at least five times each.  Twelve of these verbs were atelic, with seven of them (58%) occurring with an indefinite implicit object at least once.  Of the ten telic verbs, none of them (0%) ever occurred with an indefinite implicit object.  This difference was found to differ significantly according to a binomial probability (p = 0.0010).
Older Age Period

Sarah

Looking first at the frequency of indefinite implicit objects, during the older age period, Sarah produced 260 utterances with atelic verbs containing 23 indefinite implicit objects (8.8%), and 299 utterances with telic verbs, only four of which included an indefinite implicit object (1.3%).  These distributions were found to differ significantly ((2 = 15.36, df = 1, p < 0.05).  This result mirror what was found during the younger age period.

However, looking at whether Sarah tended to restrict her use of indefinite implicit objects as a function of telicity, no significant effect was found.  Sarah used 23 verbs at least five times each.  Seventeen of these verbs were atelic, with six of them (55%) occurring with an indefinite implicit object at least once.  Of the 12 telic verbs, only three of them (25%) occurred with an indefinite implicit object. This difference was found to be only marginally significant, however, according to a binomial probability (p = 0.07).  Again, this result mirrors what was found during the younger age period.

Sarah’s Mother

Turning next to Sarah’s mother, she produced 303 utterances with atelic verbs containing 23 indefinite implicit objects (7.6%), and 403 utterances with telic verbs with only one of these including an indefinite implicit object (0.3%).  These distributions were found to differ significantly ((2 = 26.30, df = 1, p < 0.05), as they had for Sarah during this age period.
However, again in contrast to Sarah, she was furthermore shown to restrict her use of indefinite implicit objects to atelic verbs.  During the older age period, Sarah’s mother also used 23 verbs at least five times each.  Twelve of these verbs were atelic, with five of them (42%) occurring with an indefinite implicit object at least once.  Of the 11 telic verbs, only one of them (0.9%) ever occurred with an indefinite implicit object.  This difference was found to differ significantly according to a binomial probability (p = 0.0054).

Summary

In sum, during both age periods, Sarah was shown to use a higher rate of indefinite implicit objects with atelic verbs, but was not shown to restrict her use of indefinite implicit objects to atelic verbs.  In contrast, Sarah’s mother was shown to use a higher rate of indefinite implicit objects with atelic verbs, and she was also shown to restrict her use of indefinite implicit objects to atelic verbs.

4.3.2.4 Verb Overlap
In this next section, it is asked whether Sarah uses indefinite implicit objects with the same verbs that her mother does, and whether she uses indefinite implicit objects with the same verbs at the older age period as she did at the younger age period.  

Table 19 below shows the percentage of indefinite implicit objects across verbs by Sarah and her mother during the two age periods.
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Table 19 .  Percent indefinite implicit objects across verbs.
During the younger age period, Sarah is found to use indefinite implicit objects with 11 verbs, while her mother used indefinite implicit objects with only seven verbs.  Interestingly, although Sarah used indefinite implicit objects over a larger number of verbs than her mother did, the verbs which showed the highest rates of indefinite implicit objects were verbs that her mother also used indefinite implicit objects with:  drink, eat, play, show, sing, and write.  For these verbs, Sarah’s rate of indefinite implicit objects was 37% (individual rates per verb ranged from 16.7% to 100%); in contrast, for the verbs that Sarah’s mother did not use indefinite implicit objects with, Sarah’s rate was quite low at 3.4% (individual rates per verb ranged from 1.3% to 20.0%.  This demonstrates that although Sarah’s rate of indefinite implicit objects was higher than her mother’s during this age period, she primarily restricted her of indefinite implicit objects to the same verbs that her mother did.

Moreover, all but one of the instances of an indefinite implicit object in Sarah’s speech that were coded as ungrammatical were with verbs that her mother did not use with an indefinite implicit object.  In other words, it is not the case that Sarah was simply exercising a grammatical option with these verbs to use an indefinite implicit object and that, by chance, her mother had not.  Rather, implicit objects with these verbs are ungrammatical and thus would have been unlikely to occur in the mother’s speech.  Sarah’s uses of indefinite implicit objects with these verbs are therefore errors, but as just described, these instances were much less frequent overall than her uses of indefinite implicit objects that were coded as grammatical and which occurred with the same verbs that her mother used indefinite implicit objects with.

During the older age period, Sarah used indefinite implicit objects with nine verbs while her mother used indefinite implicit objects with only six verbs.  During this age period as well there was a high rate of overlap between the verbs that Sarah used indefinite implicit objects with and the verbs that her mother did.  Specifically, the verbs which showed the highest rates of indefinite implicit objects were verbs that her mother also used indefinite implicit objects with:  call, eat, play, sing, and write.  (Note also that four of these verbs were also used with indefinite implicit objects by both Sarah and her mother during the younger age period:  eat, play, sing, and write.)  

For these five verbs, Sarah’s rate of indefinite implicit objects was 34% (individual rates per verb ranged from 11.1% to 50.0%); in contrast, for the verbs that Sarah’s mother did not use indefinite implicit objects with, Sarah’s rate was fairly low at 9.8% (individual rates per verb ranged from 6.3% to 33.0%.  This shows that for this age period as well, although Sarah’s rate of indefinite implicit objects was higher than her mother’s, she primarily restricted her of indefinite implicit objects to the same verbs that her mother did.

In sum, although Sarah’s rate of indefinite implicit objects was higher than her mother’s during the younger age period, at both age periods the majority of Sarah’s indefinite implicit objects occurred with the same verbs that her mother used indefinite implicit objects with.  Although Sarah did use indefinite implicit objects with a few additional verbs, the rate at which these occurred was quite low.
4.3.2.5 Processing Demands
The above results demonstrate that Sarah’s use of indefinite implicit objects tended to be restricted to verbs of high semantic selectivity and verbs that are atelic.  Given these correspondences, it cannot be the case that processing load alone accounts for her use of implicit objects.  However, it may still be the case that processing load contributes to her use of implicit objects by increasing her tendency to use an implicit object in a context in which one would be allowed by her grammar.
Ideally, in order to assess whether working memory load contributed to Sarah’s use of indefinite implicit objects, the length of sentences without objects would be compared to the length of sentences with overt objects.  But of course, the object itself contributes to the length of the utterance and it would reasonably be the case that sentences with objects would be longer than those without.  Thus, a measure of sentence complexity was needed which does not include the verb phrase; a reasonable candidate is the presence or absence of the sentence subject.  If the production of an overt subject incurs some processing load, then given memory or other processing limitations, the child might be expected to be more likely to omit the object argument to reduce that load.

Sarah’s use of indefinite implicit objects relative to subject use was compared to the occurrence of all other objects, which includes both overt objects as well as definite implicit objects.  As shown in Table 20 below, during the younger age period of the 324 sentences that contained an overt subject, 301 (92.9%) contained either an overt object or a definite implicit object, while 23 (7.1%) occurred with an indefinite implicit object.  Of the 131 sentences with a null subject, 120 (91.6%) contained either an overt object or a definite implicit object, while 11 (8.4%) occurred with an indefinite implicit object.

	
	Indefinite Implicit Object
	Overt or Definite Implicit Object
	Total Sentences

	Overt Subject
	7.1%

(n = 23)
	92.9%

(n = 301)
	324

	Null Subject
	8.4%

(n = 11)
	96.6%

(n = 120)
	131


Table 20 .  Relationship between overt subjects and indefinite implicit objects.
Notably Sarah's rate of implicit objects given an overt subject was 7.1%, a similar rate to her use of 8.4% implicit objects given a null subject.  These distributions were not found to differ significantly from chance ((2 = 0.23, d = 3, p > 0.05), indicating that during this age period sentences with overt subjects were not more likely to have an indefinite implicit object than sentences with null subjects.
4.3.2.6 Summary
In summary, during the younger age period, Sarah was found to use a higher rate of indefinite implicit objects than she did at the older age period and than her mother did at either age period.  Moreover, her use of indefinite implicit objects during this period was more often ungrammatical than at the older age period, or than her mother’s use (which was 100% grammatical).

With regard to both semantic selectivity and telicity, during both age periods, Sarah’s indefinite implicit objects occurred more frequently with increasing SPS/OS and with atelicity, in contrast to her mother’s use which tended to be restricted across verbs to those that were higher in SPS/OS and were atelic.

Looking at the particular verbs that Sarah and her mother used indefinite implicit objects with, it was shown that at both age periods the majority of Sarah’s indefinite implicit objects occurred with the same verbs that her mother used indefinite implicit objects with.  Finally, Sarah’s higher rate of indefinite implicit objects during the younger age period was not found to correspond to sentences with overt versus implicit subjects, suggesting that processing demands did not contribute to her increased use of indefinite implicit objects during this age period.

In conclusion, although Sarah’s use of indefinite implicit objects is not as cleanly restricted across verbs of high SPS/OS and atelicity as her mother’s was, she does show increased use of indefinite implicit objects with these factors and not in accordance with possible memory overload, suggesting that she is learning the conditions under which indefinite implicit objects are licensed. 

4.3.3 Definite Implicit Objects
The next section explores Sarah’s and her mother’s use of definite implicit objects.  High semantic selectivity and atelicity have been argued to be relevant in this dissertation and elsewhere to the grammaticality of an indefinite implicit object, but not to the grammaticality of a definite implicit object.  As such, Sarah’s mother’s use of definite implicit objects, to the extent they occur, are not expected to occur in accordance with high semantic selectivity and atelicity.  This section asks whether Sarah uses definite implicit objects and if the conditions under which they occur differ from the conditions under which she uses indefinite implicit objects.

4.3.3.1 Overall Rates and Grammaticality

The overall rates of definite implicit objects in Sarah’s and her mother’s spontaneous speech during both age periods are shown in Figure 33 below.

[image: image103.emf]0%

2%

4%

6%

8%

10%

Sarah Mother Sarah Mother

2;6 - 3;0 3;6 - 4;0

% Definite Implicit Objects            


Figure 33 .  Rates of indefinite implicit objects.
During the older age period, Sarah’s rate of definite implicit objects was 9.0% (n = 41), occurred with 13 different verbs, and were largely ungrammatical (only 15% were coded as grammatical).  Her mother’s rate of definite implicit objects was 0.5% (n = 4), occurred with four different verbs, and were 100% grammatical.  Not surprisingly, Sarah’s rate was found to be significantly higher than her mother’s rate of definite implicit objects ((2 = 63.76, df = 1, p < 0.05).

In contrast, during the older age period, Sarah’s rate of definite implicit objects was 2.7% (n = 15), occurred with eight different verbs, and were 80% grammatical.  Her mother’s rate of definite implicit objects during this age period was also 2.7% (n = 19), occurred with seven different verbs, and were again 100% grammatical.  Of course, Sarah’s rate was not found to be significantly higher than her mother’s rate of definite implicit objects ((2 = 0.00, df = 1, p > 0.05) during this age period.

Comparing across the two age periods, Sarah’s rate of 9.0% (n = 41) definite implicit objects during the younger age period was found to be significantly higher than her rate of 2.7% (n = 15) omitted definite objects during the younger age period ((2 = 19.25, df = 1, p < 0.05).  Interestingly, Sarah’s mother’s rate of omitted definite objects was significantly higher during the older age period than the younger age period ((2 = 12.75, df = 1, p < 0.05).  That is, Sarah’s mother’s rate of definite implicit objects was particularly low during the younger age period, when Sarah’s rate was found to be particularly high, and only increased by the older age period when Sarah’s rate of definite implicit objects dropped to comparable levels.

The next sections take a closer look at Sarah’s use of definite implicit objects, as had been done for indefinite implicit objects.  First, the relationship between Sarah’s use of definite implicit objects and semantic selectivity and telicity are assessed in Section 4.3.3.2 (Semantic Selectivity (SPS/OS)) and Section 4.3.3.3 (Telicity).  Then, in Section 4.3.3.4 (Verb Overlap), it is asked whether Sarah uses definite implicit objects with the same verbs her mother does.  Finally, in Section 4.3.3.5 (Processing Demands), it is considered again whether memory overload might contribute to Sarah’s use of definite implicit objects.

4.3.3.2 Semantic Selectivity (SPS/OS)

As for indefinite implicit objects, two questions were posed:  did the verbs exhibit a higher rate of definite implicit objects given higher SPS/OS, and were verbs more likely to occur with a definite implicit object given higher SPS/OS?  The same statistical tests were used as in the previous section for indefinite implicit objects.  These questions were posed separately for Sarah and her mother for each of the two age periods.
Younger Age Period
Sarah

Looking first at Sarah’s use of definite implicit objects during the younger age period, Figure 34 shows the rate of definite implicit objects as a function of SPS (a) and OS (b) and the estimated probability of a verb occurring even once with a definite implicit object as a function of SPS (c) and OS (d).
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Figure 34 .  Rates and estimated probability of definite implicit objects as a function of SPS/OS:  Sarah, younger age period.

The first question was whether Sarah exhibited higher rates of definite implicit objects across verbs in accordance with higher SPS and/or OS.  Linear regression analysis found neither SPS (F(1,19) = 0.011, p > 0.05) nor OS (F(1,19) = 0.067, p > 0.05) to be significant predictors of rate of definite implicit objects.

Similarly, a logistic regression analysis found the probabilities associated with the likelihood of a verb ever occurring with a definite implicit object to be negative for both SPS and OS, but neither SPS ((2 = 2.34, df = 1, p > 0.05) nor OS ((2 = 2.50, df = 1, p > 0.05) were found to be significant predictors of the occurrence of definite implicit objects across verbs.
Thus, during the younger age period, Sarah’s use of definite implicit objects was not found to correspond to either SPS or OS. 

Sarah’s Mother

Sarah’s mother’s use of definite implicit objects during the younger age period as a function of SPS and OS is shown in Figure 35 with the rate of definite implicit objects as a function of SPS and OS shown in (a) and (b) respectively, and the estimated probability of a verb occurring with a definite implicit object as a function of SPS and OS shown in (c) and (d) respectively.
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Figure 35 .  Rates and estimated probability of indefinite implicit objects as a function of SPS/OS:  Sarah’s mother, younger age period.
As for Sarah during this younger age period, neither SPS nor OS were found to be significant predictors of definite implicit objects across verbs, (F(1,22)  = 0.71, p > 0.05) for SPS and (F(1,22) = 0.52, p > 0. 05) for OS.

Nor did the chi-square of the logistic regression analyses find either SPS ((2 = 2.50, df = 1, p > 0.05) or OS ((2 = 0.43, df = 1, p > 0.05) to be significant predictors of the occurrence of definite implicit objects across verbs.
Thus, just as for Sarah during the younger age period, Sarah’s mother’s use of definite implicit objects was not found to correspond to either SPS or OS.

Older Age Period

Sarah

Looking next at Sarah’s use of definite implicit objects during the older age period, Figure 36 shows the rate of definite implicit objects as a function of SPS (a) and OS (b) and the estimated probability of a verb occurring even once with a definite implicit object as a function of SPS (c) and OS (d).
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Figure 36 .  Rates and estimated probability of definite implicit objects as a function of SPS/OS:  Sarah, older age period.

The results for the older age period mirror those that were found during the younger age period.  Linear regression analysis found neither SPS (F(1,22) = 0.27, p > 0.05) nor OS (F(1,22) = 0.000060, p > 0.05) to be significant predictors of rate of definite implicit objects.

Similarly, a logistic regression analysis found the probabilities associated with the likelihood of a verb ever occurring with a definite implicit object to be negative for both SPS and OS, but neither SPS ((2 = 0.68, df = 1, p > 0.05) nor OS ((2 = 0.67, df = 1, p > 0.05) were found to be significant predictors of the occurrence of definite implicit objects across verbs.
Thus, during the older age period as well, Sarah’s use of definite implicit objects was not found to correspond to either SPS or OS. 

Sarah’s Mother

Finally, looking at Sarah’s mother’s use of definite implicit objects during the older age period, Figure 37 shows the rate of definite implicit objects as a function of SPS (a) and OS (b) and the estimated probability of a verb occurring even once with a definite implicit object as a function of SPS (c) and OS (d).
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Figure 37 .  Rates and estimated probability of definite implicit objects as a function of SPS/OS:  Sarah, older age period.
For Sarah’s mother as well, the results for the older age period are similar to those that were found during the younger age period.  Linear regression analysis did not find SPS (F(1,23) = 1.44, p > 0.05) to be significant predictor of rate of definite implicit objects; however, OS was found to be significant (F(1,23) = 4.91, p < 0.05).

Logistic regression analyses found the probabilities associated with the likelihood of a verb ever occurring with a definite implicit object to be positive for both SPS and OS, but neither SPS ((2 = 0.27, df = 1, p > 0.05) nor OS ((2 = 0.67, df = 1, p > 0.05) were found to be significant predictors of the occurrence of definite implicit objects across verbs.
Thus, during the older age period as well, Sarah’s mother’s use of definite implicit objects was not found to correspond to SPS.  However, a significant effect of OS was found for the rate of definite implicit objects. 

Summary

In sum, in contrast to the findings for indefinite implicit objects, neither Sarah nor her mother were found to use a higher rate of definite implicit objects across verbs given higher SPS or OS at the younger age period, and only OS was found to be a significant predictor of rate of definite implicit objects for Sarah’s mother at the older age period.

Similar results were found for the occurrence of a verb with a definite implicit object, with neither SPS nor OS shown to be a significant predictor at either age period for Sarah or her mother.

Thus, for both Sarah and her mother, SPS and OS do not appear to significantly correspond to the use of definite implicit objects, though the effect of OS at the older age period for Sarah’s mother relative to the rate of definite implicit objects may warrant a closer look in future research regarding the factors which may contribute to the licensing of definite implicit objects.

4.3.3.3 Telicity

Similar questions were posed regarding the use of definite implicit objects and telicity as were posed above for the relationship between the use of definite implicit objects and semantic selectivity.  The same statistical tests as were used to explore the relationship between indefinite implicit objects and telicity were used in the current section to assess the relationship between definite implicit objects and telicity.

The first question posed was whether atelic verbs exhibited a higher rate of definite implicit objects than telic verbs?  Second, it was asked whether definite implicit objects were more likely to occur with atelic verbs than with telic verbs.  These questions were posed separately for Sarah and her mother for each of the two age periods.
Younger Age Period

Sarah

Looking first at the frequency of definite implicit objects as function of telicity, during the younger age period, Sarah produced 282 utterances with atelic verbs containing 14 definite implicit objects (5.0%), and 173 utterances with telic verbs, with 17 including a definite implicit object (16.0%).  That is, in contrast to the finding that she used a greater number of indefinite implicit objects given atelicity, these numbers indicate that Sarah used a greater number of definite implicit objects given telicity.  These distributions were found to differ significantly ((2 = 12.11, df = 1, p < 0.05); that is, definite implicit objects were found to occur at higher rates given telicity.

Similarly, looking at the telicity of the verbs which ever occurred with a definite implicit object, during the younger age period, Sarah used 22 verbs at least five times each.  Thirteen of these verbs were atelic, with six of them (46%) occurring with a definite implicit object at least once.  Of the nine telic verbs, seven of them (78%) occurred with a definite implicit object.  A binomial probability was found to be significant (p = 0.05), indicating that there was a higher rate of definite implicit objects with telic verbs than with atelic verbs.
Thus, during the younger age period, in contrast to the finding that Sarah’s indefinite implicit objects occurred more frequently given atelicity, these results show that Sarah’s definite implicit objects occurred more frequently given telicity and with more telic verbs than with atelic verbs.
Sarah’s Mother

Turning next to Sarah’s mother, she produced only four definite implicit objects during this age period.  She produced 416 utterances with atelic verbs containing just four definite implicit objects (1.0%), and 420 utterances with telic verbs with no definite implicit objects (0.0%).  Similar to the findings for Sarah, Sarah’s mother used a greater number of definite implicit objects given telicity.  These distributions were found to differ significantly ((2 = 4.02, df = 1, p < 0.05); that is, definite implicit objects were found to occur at higher rates given telicity.

Similarly, looking at the telicity of the verbs which ever occurred with a definite implicit object, during the younger age period, Sarah’s mother used 22 verbs at least five times each.  Twelve of these verbs were atelic, with four of them (33%) occurring with a definite implicit object at least once.  Of the ten telic verbs, none of them (0%) occurred with a definite implicit object.  A binomial probability was found to be significant (p = 0.0010), indicating that there was a higher rate of definite implicit objects with telic verbs than with atelic verbs.
Thus, as was found for Sarah, during the younger age period, Sarah’s mother’s use of definite implicit objects occurred more frequently given telicity and with more telic verbs than with atelic verbs.
Older Age Period

Sarah

Turning to the frequency of definite implicit objects as function of telicity, during the younger age period, Sarah produced 260 utterances with atelic verbs containing 12 definite implicit objects (4.6%), and 299 utterances with telic verbs, only three of which included a definite implicit object (1.3%).  These distributions were found to differ significantly ((2 = 6.57, df = 1, p < 0.05); that is, definite implicit objects were found to occur at higher rates given atelicity.  This contrasts with the finding from the younger age period that Sarah’s rate of definite implicit objects was higher given telicity.

Similarly, looking at the telicity of the verbs which ever occurred with a definite implicit object, during the older age period, Sarah used 22 verbs at least five times each.  Seventeen of these verbs were atelic, with six of them (55%) occurring with a definite implicit object at least once.  Of the 12 telic verbs, only two of them (17%) ever occurred with a definite implicit object.  A binomial probability was found to be significant (p = 0.02), indicating that there was a higher rate of definite implicit objects with telic verbs than with atelic verbs.
In sum, in contrast to the finding that Sarah’s use of definite implicit objects during the younger age period occurred more frequently given telicity and with more telic verbs than with atelic verbs, during the older age period Sarah’s use of definite implicit objects occurred more frequently given atelicity and with more atelic verbs.
Sarah’s Mother
Finally, turning to Sarah’s mother, she produced 303 utterances with atelic verbs containing 12 definite implicit objects (4.0%), and 403 utterances with telic verbs with only seven of these including an indefinite implicit object (1.7%).  These distributions were not found to differ significantly ((2 = 3.08, df = 1, p > 0.05)

Moreover, no difference was found between telic and atelic verbs with regard to whether they ever occurred with a definite implicit object.  During the older age period, Sarah’s mother also used 23 verbs at least five times each.  Twelve of these verbs were atelic, with four of them (33%) occurring with a definite implicit object at least once.  Of the 11 telic verbs, three of them (27%) ever occurred with a definite implicit object.  This difference was not found to be significant according to a binomial probability (p = 0.081).

Thus, during the older age period, Sarah’s mother did not show an effect of telicity with regard to her use of definite implicit objects. 
Summary
In sum, during the younger age period, Sarah’s and her mother’s use of definite implicit objects occurred more frequently given telicity and with more telic verbs than with atelic verbs.  However, during the older age period, Sarah’s use of definite implicit objects occurred more frequently given atelicity and with more atelic verbs than with telic verbs, while no relation was found between telicity and definite implicit objects for her mother.

There is no clear pattern in the mother’s use of definite implicit objects in the child-directed speech - during the younger age period she used only four definite implicit objects (which occurred in accordance with atelicity) and during the older age period her use of definite implicit objects did not correspond to either telicity or atelicity.

Looking at Sarah’s use of definite implicit objects, it appears that she uses them in accordance with telicity, rather than atelicity, indicating that she indeed uses definite implicit objects differently than indefinite implicit objects.  However, by the older age period, her use of definite implicit objects, now reduced in number and more often grammatical as found in the previous section, occurs in accordance with atelicity even though her mother’s definite implicit objects do not.

4.3.3.4 Verb Overlap

In this next section, it is asked whether Sarah uses definite implicit objects with the same verbs that her mother does, whether she uses definite implicit objects with the same verbs she used indefinite implicit objects with, and whether she uses definite implicit objects with the same verbs at the older age period as she did at the younger age period, 

Table 21 below shows the percentage of indefinite implicit objects across verbs by Sarah and her mother during the two age periods.

	
	2;6 - 3;0
	3;6 - 4;0

	
	Sarah
	Mother
	Sarah
	Mother

	Bring
	
	
	12.5
	

	Call
	
	
	
	

	Catch
	20.0
	
	
	

	Drink
	
	
	16.7
	

	Eat
	
	
	
	16.7

	Find
	
	
	
	9.1

	Get
	
	
	
	

	Give
	44.4
	
	
	

	Hang
	
	
	
	

	Hear
	
	
	
	

	Hit
	
	
	
	

	Like
	
	
	
	

	Make
	9.1
	
	
	

	Open
	
	
	
	

	Pack
	
	
	
	

	Play
	9.1
	3.3
	12.5
	10.0

	Pour
	
	
	
	

	Pull
	11.1
	
	
	

	Push
	
	
	14.3
	

	Put
	39.5
	
	
	2.5

	Read
	50.0
	
	
	

	Say
	13.3
	
	8.7
	19.3

	See
	
	
	
	

	Show
	50.0
	7.7
	25.0
	4.8

	Sing
	
	4.8
	
	8.3

	Take
	8.3
	
	
	

	Want
	0.6
	
	3.2
	

	Watch
	
	16.7
	
	

	Wear
	
	
	
	

	Write
	17.6
	
	5.0
	


Table 21 .  Percent definite implicit objects across verbs.
During the older age period, Sarah used definite implicit objects with 12 verbs, while her mother used definite implicit objects with nine verbs.  The range of definite implicit objects across verbs was 0.6% to 50.0%, and in contrast to the findings for the use of indefinite implicit objects, Sarah showed higher rates of definite implicit objects for the verbs that her mother did not use definite implicit objects with.  For these verbs, play, say, show, want, and write, Sarah’s rate of definite implicit objects was 5.0% (individual rates per verb ranged from 0.6% to 50.0%); in contrast, for the verbs that Sarah’s mother did not use definite implicit objects with, Sarah’s rate was higher at 25.0% (individual rates per verb ranged from 8.3% to 26.1%.  This shows that Sarah did not primarily restrict her of definite implicit objects to the same verbs that her mother did.

A second question is whether Sarah restricted her use of definite implicit objects to the same verbs with which she used indefinite implicit objects.  Of the 17 verbs for which she used definite and/or indefinite implicit objects, an overlap of seven verbs was observed for which she used both definite and indefinite implicit objects, with four additional verbs being used only with indefinite implicit objects and six additional verbs being used only with definite implicit objects.  A binominal probability for this distribution was not found to be significant (p = 0.16).

During the older age period, Sarah used definite implicit objects with eight verbs while her mother used definite implicit objects with seven verbs.  In contrast to the younger age period, Sarah’s rates of definite implicit objects were similar for the verbs with which her mother also used definite implicit objects and with which her mother did not.  For the verbs that her mother also used definite implicit objects with, play, say, and show, Sarah’s rate of definite implicit objects was 13.0% (individual rates per verb ranged from 8.7% to 25.0%), and for the verbs that her mother did not use definite implicit objects with, Sarah’s rate of definite implicit objects was 4.8% (individual rates per verb ranged from 3.2% to 16.7%).  Again, this demonstrates that Sarah did not particularly restrict her of definite implicit objects to the same verbs that her mother did.

Asking the question again of whether, at this age period, Sarah restricted her use of definite implicit objects to the same verbs with which she used indefinite implicit objects, it was again found that she did not.  Of the 22 verbs for which she used definite and/or indefinite implicit objects, an overlap of four verbs was observed for which she used both definite and indefinite implicit objects, with five additional verbs being used only with indefinite implicit objects and four additional verbs being used only with definite implicit objects.  A binominal probability for this distribution was not found to be significant (p = 0.25).

In sum, during both age periods, Sarah used definite implicit objects with more verbs than her mother and did not show a tendency to restrict her use of definite implicit objects to the same verbs that her mother did.  Nor was Sarah found, at either age period, to use definite implicit objects with the same verbs for which she used indefinite implicit objects.

4.3.3.5 Processing Demands

The above results show that Sarah’s use of definite implicit objects were not restricted to verbs of high semantic selectivity and that they occurred with telic verbs during the younger age period and atelic verbs during the older age period.  That is, she does not appear to be using definite implicit objects in accordance with the factors of interest.  Furthermore, the majority of Sarah’s definite implicit objects were not grammatical during the younger age period.  A possibility that remains is that some sort of processing overload might have contributed to at least some of Sarah’s definite implicit objects.

The same assessment was carried out for Sarah’s use of definite implicit objects during the younger age period as had been done for indefinite implicit objects, comparing her use of definite implicit objects to the presence or absence of a subject argument.  Sarah’s use of definite implicit objects relative to subject use was compared to the occurrence of all other objects, which includes both overt objects as well as indefinite implicit objects.
As shown in Table 22 below, during the younger age period of the 324 sentences that contained an overt subject, 304 (93.8%) contained either an overt object or an indefinite implicit object, while 20 (6.2%) occurred with a definite implicit object.  Of the 131 sentences with a null subject, 110 (84.0%) contained either an overt object or an indefinite implicit object, while 21 (16.0%) occurred with a definite implicit object.  These distributions were found to differ significantly from chance ((2 = 8.43, d = 3, p < 0.05), indicating that during this age period sentences with overt subjects were more likely to have a definite implicit object than sentences with null subjects.

	
	Definite Implicit Object
	Overt or Indefinite Implicit Object
	Total Sentences

	Overt Subject
	6.2%

(n = 20)
	93.9%

(n = 304)
	324

	Null Subject
	16.0%

(n = 21)
	84.0%

(n = 110)
	131


Table 22 .  Relationship between overt subjects and definite implicit objects.
4.3.3.6 Summary

In summary, as had been found for the use of indefinite implicit objects, during the younger age period, Sarah was found to use a higher rate of definite implicit objects than she did at the older age period and than her mother did at either age period.  Furthermore, her use of definite implicit objects during this period was more often ungrammatical than at the older age period, or than her mother’s use (which was 100% grammatical).

However, in contrast to the findings for indefinite implicit objects, neither SPS nor OS shown to be a significant predictor of the use of definite implicit objects at either age period for Sarah or her mother.  Moreover, with regard to telicity, neither Sarah nor her mother showed a consistent effect.  During the younger age period, Sarah’s mother’s use of four definite implicit objects occurred with atelic verbs, but by the older age period her use of definite implicit objects did not correspond to either telicity or atelicity.  Sarah’s use of definite implicit objects was found to occur with telic verbs during the younger age period and atelic verbs during the older age period.

It was also shown that Sarah used definite implicit objects with more verbs than her mother and did not show a tendency to restrict her use of definite implicit objects to the same verbs that her mother did.  Nor was Sarah found, at either age period, to use definite implicit objects with the same verbs for which she used indefinite implicit objects.

Finally, as a partial explanation for Sarah’s higher rate of definite implicit objects during the younger age period, it was found that they occurred more often when the subject of the sentence was overt, suggesting the possibility that processing overload might have contributed to her use of an implicit object.

In conclusion, Sarah’s use of definite implicit objects does not correspond to the factors of semantic selectivity and telicity as her use of indefinite implicit objects had, indicating that she does in fact distinguish between these two types of implicit objects, even if her use of each of them is not yet fully grammatical and adult-like. 

4.3.4 Indefinite Overt Objects

It was argued in Chapter 2 (Linguistic Analysis) that overt indefinite objects would be a relevant trigger in the language input for the learner who over-generates indefinite implicit objects across verbs (as Sarah seems to do to some degree during the younger age period) to adjust her grammar so that indefinite implicit objects occur only with verbs that are of high semantic selectivity.  To assess whether these triggers occur in the language input with any regularity, Sarah’s mother’s use of the verbs with overt indefinite objects was explored.

During the younger age period, Sarah’s mother used a total of 18 overt indefinite implicit objects over 5 verbs:  eat (1), hear (2), hit (1), say (13), and show (1).  With the exception of the verb eat, these verbs have relatively low to average SPS and OS values.  As for the verb eat which is higher in both SPS and OS, it is worth noting that the one overt indefinite object it was used with was something.  Although a definite referent was not immediately available in the preceding discourse, it is possible that there may have been a reference in the physical context that was simply not noted in the transcript.
During the older age period, Sarah’s mother used only 7 overt indefinite implicit objects over 7 different verbs:  find, give, hit, like, take, say, and show.  Again these verbs have relatively low to average SPS and OS values.

While there does not appear to be an abundance of overt indefinite objects in the language input, they do occur and when they do, they tend to be used with verbs of low to average SPS and OS.  This demonstrates at least one source of evidence learners could use to adjust their grammar is the occurrence of overt indefinite objects with low selective verbs.

4.3.5 Summary

In summary, Sarah was shown to use a higher rate of indefinite implicit objects during the younger age period than she did at the older age period and than her mother did at either age period, and for these indefinite implicit objects to be more often ungrammatical than at the older age period, or than her mother’s use.  Her higher rate of indefinite implicit objects during the younger age period was not found to correspond to sentences with overt versus implicit subjects, suggesting that processing demands did not contribute to her increased use of indefinite implicit objects during this age period.

During both age periods, Sarah’s indefinite implicit objects occurred more frequently with increasing SPS/OS and with atelicity, in contrast to her mother’s use which tended to be restricted across verbs to those that were higher in SPS/OS and were atelic.  However, at both age periods the majority of Sarah’s indefinite implicit objects occurred with the same verbs that her mother used indefinite implicit objects with.

Sarah was also shown to use a higher rate of definite implicit objects during the younger age period than she did at the older age period and than her mother did at either age period, and for these definite implicit objects to be much more often ungrammatical than at the older age period, or than her mother’s use.  Interestingly, her higher rate of definite implicit objects during the younger age period was found to correspond to sentences with overt versus implicit subjects, suggesting that processing demands may have contributed to her increased use of definite implicit objects during this age period.

In contrast to the findings for indefinite implicit objects, Sarah’s use of definite implicit objects did not occur more frequently with increasing SPS/OS, and in fact, neither did her mother’s.  With regard to telicity, neither Sarah nor her mother showed a consistent effect.  It was also shown that Sarah used definite implicit objects with more verbs than her mother and did not show a tendency to restrict her use of definite implicit objects to the same verbs that her mother did.  Nor was Sarah found, at either age period, to use definite implicit objects with the same verbs for which she used indefinite implicit objects.

The overall picture given by these results is one in which Sarah’s use of implicit objects does not correspond perfectly to her mother’s use, but for the use of indefinite implicit objects to increasingly reflect the factors of high semantic selectivity and atelicity, and for her use of definite implicit objects not to correspond to these factors. 
4.4 Discussion

The goal of this chapter was to explore the young child’s use of implicit objects in spontaneous speech over two age periods and in comparison to her mother, in order to better understand the relationship between verb semantics and the acquisition of the implicit object construction.

At the younger age period, Sarah was found to use a higher rate of implicit objects than her mother did and than she herself did at the older age period.  A closer look at her use of indefinite and definite implicit objects revealed insights into the child’s grammar.


Sarah’s use of indefinite implicit objects during the younger age period was found to be largely (but not completely) grammatical and they tended to occur with the same atelic and high SPS/OS verbs that her mother used indefinite implicit objects with.  They did not occur at higher rates in sentences with overt subjects, suggesting that they were not the result of overloaded working memory, but rather were generated by her grammar.

Sarah’s use differed from her mother’s, however, in that she did use a low rate of indefinite implicit objects with a few telic and/or lower SPS/OS verbs.  This might suggest a bit of random noise that her mother was simply better at controlling, but could also suggest that her grammar simply allows a low rate of indefinite implicit objects with these verbs.  With regard to the grammar proposed in Chapter 2 (Linguistic Analysis), the low rate of indefinite implicit objects corresponds to a constraint ranking in which * Int Arg was originally dominant over the hierarchy and has not yet been surpassed by the other constraints to the extent that it is in the adult target grammar.

In contrast, during the younger age period, Sarah’s use of definite implicit objects was mostly ungrammatical and tended to occur with verbs that her mother did not use definite implicit objects with.  While she was found to use definite implicit objects with telic verbs, they were not found to be in accordance with either SPS or OS.  The fact that Sarah used definite and indefinite implicit objects with different verbs indicates that her acquisition of the knowledge about which verbs can appear in which sentence frames could not have come about simply by hearing the verb used in a sentence without an overt object and then broadly assuming it can be used transitively.  For one thing, the mother rarely uses definite implicit objects at the younger age period and even at the older age period, she does not use them with the same verbs that Sarah used them with.  Furthermore, the observation that the effect of an overt subject differentially corresponded to higher rates of definite implicit objects but not to higher rates of indefinite implicit objects indicates that Sarah does indeed know the difference between these two types of implicit objects.  It also provides more evidence that she understands the conditions under which an indefinite implicit object is and is not allowed.  Finally, these results suggest that Sarah’s grammar does generate definite implicit objects for reasons of economy.  In terms of the linguistic model presented in Chapter 2 (Linguistic Analysis), it suggests again that * Int Arg was originally dominant over the hierarchy and has not yet been surpassed by the other constraints (in this case ones that refer to definite implicit objects) to the extent that it is in the adult target grammar.

By the older age period, Sarah’s use of indefinite implicit objects corresponded to her mother’s use during the younger age period, with indefinite implicit objects increasing in frequency in accordance with SPS and OS as well as being restricted to verbs of the highest SPS and OS.  Yet by this older age period, Sarah’s mother’s use of indefinite implicit objects did not show the correspondence between the frequency of indefinite implicit objects and increasing SPS or OS, though she continued to restrict her use of indefinite implicit objects to verbs of the highest SPS or OS.

Sarah’s mother’s use of indefinite implicit objects during the older age period might well be taken to reflect the minimum restriction on the grammaticality of indefinite implicit objects; that is, they may only occur with verbs of the highest SPS and OS.  The fact that a relationship is found during the younger age period between her rate of indefinite implicit objects and verbs’ SPS and OS may be a side effect of other factors, such as a tendency for verbs of high SPS and OS to be used in conversation with an indefinite object (which may then be implicit given the high SPS/OS of the verb.).  In fact, that this tendency may exist is supported by the finding of relatively few occurrences of overt indefinite objects which occur with verbs of lower SPS and OS.
With regard to how the child comes to acquire the adult like pattern, one possibility, maybe in conjunction with the use of positive evidence from the child-directed speech of certain verbs occurring with overt objects, is that the learner may be able to learn from the relative frequencies of her mother’s implicit objects across verbs.

Another possibility is that she adjusted her grammar in accordance with positive evidence from the child-directed speech that certain verbs require overt objects.  In fact, there were a few instances of overt indefinite objects with a few different verbs in the mother’s child-directed speech at both age periods.  Importantly, in order for the child to make use of these instances in order to draw linguistic generalizations and readjust her grammar accordingly, she would need to be able to recognize them as low SPS verbs.  If she could not do this, she would have to idiosyncratically have to rule out object omission these verbs out one by one.

Chapter 5.  General Discussion
5.1 Summary and Findings

The broad goal of this dissertation was to explore how the learner acquires the mapping between verb-argument structure and syntactic form when arguments in the surface syntactic form may be implicit, focusing specifically on indefinite implicit arguments in English.  Three main questions were posed:  what is the nature of the indefinite implicit object construction in the adult target grammar, what information could adults and children use to identify and interpret an implicit object in a surface intransitive sentence such as “Jack was eating”, and how could children learn to correctly restrict their use of indefinite implicit objects across verbs in their own speech?

Each of these questions was explored in detail in this dissertation and they are discussed in turn below.
5.1.1 The Indefinite Implicit Object Construction in English

In order to better understand the nature of the target grammar which the child is acquiring, Chapter 2 (Linguistic Analysis) began with an analysis of the indefinite implicit object construction in the adult grammar, presented within the framework of Optimality Theory (Prince and Smolensky 1993/2004) using flexible constraint rankings as previously argued for by Legendre et al. (2002), Boersma and Hayes (Boersma & Hayes, 2001), and others.

It was first necessary to outline the assumptions of what constitutes the input to the grammar and what syntactic outputs are considered.  The input to the grammar was defined as a verb plus its complete argument structure, as well SPS, telicity, and perfectivity; that is, the locus of object omissibility was not assumed to be idiosyncratically lexically specified prior to operations on the syntactic output form.  The possible outputs of the grammar included a transitive sentence in which all of the verb’s arguments are realized overtly and a surface intransitive sentence in which the direct object is not included in the sentence.  These outputs were evaluated against a set of probabilistically ranked constraints.

Specifically, gradient grammaticality was derived from the probabilistic interaction of a constraint requiring that the output does not contain an overt argument, with three constraints requiring that the output does contain an overt object in accordance with telicity, perfectivity, and general faithfulness to the underlying argument structure.  The extent to which the former constraint was ranked above each of the other three constraints was assigned a function of increasing probability in accordance with the SPS of the particular verb in the input.  In this way, it is semantic selectivity that exerts the greatest effect over the grammaticality of an indefinite implicit object, with the factors of telicity and perfectivity serving to further reduce grammaticality.

By allowing the constraints to rerank with one another probabilistically, all rankings were possible but with some being more probable than others.  This in turn resulted in different outputs being optimal, in accordance with the predominant rankings.  Grammaticality was assessed as the total probability of the implicit object output over the total set of each of the ranking orders.

In order to determine the probabilistic ranking of constraints for English, data were collected in a grammaticality judgment study.  Indeed grammaticality judgments were found to be gradient across verbs, and moreover, based on this data it was possible to find ranking probabilities of the constraints that reasonably captured the variation.
5.1.2 Interpretation of an Implicit Object

According to syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), the tendency for there to be a one-to-one mapping between surface syntactic structure and underlying argument structure can be used by the learner to form initial hypotheses about verb meaning.  However, implicit arguments pose a potential problem to the learner because they are “invisible” in a sentence.

Indefinite implicit objects are a particular challenge in English because unlike other languages, they do not occur reliably across all verbs and there is no syntactic corollary which might give them away, such as visible morphological agreement on the verb such as in Italian (Jaeggli & Safir, 1989) or even a corresponding salient entity in the previous discourse such as in Chinese (Huang, 1989).  In fact, indefinite implicit objects in English were originally treated in the literature as being idiosyncratic, with verbs having a lexical specification as to whether they permitted an implicit object or not (Allerton, 1975; Fillmore, 1969, 1986; Fraser & Ross, 1970; Katz & Postal, 1964; Mittwoch, 1971, 1982).  If implicit objects were truly idiosyncratic across verbs, learning which verbs allow an implicit object and which do not would have to proceed on a verb-by-verb basis in accordance with positive evidence from the input.

But still the problem of identifying that a sentence includes an implicit object presents a problem.  How is the learner to know that the verb doesn’t have an additional possible meaning which does not include an internal argument?  The proposal made in this dissertation was that the learner uses what she has learned about the verb in other (transitive) sentence frames in order to transfer this knowledge when the verb is used in a surface intransitive sentence.

As stressed earlier, the original proposal of syntactic bootstrapping (Landau & Gleitman, 1985; Gleitman, 1990) did not claim that the learner derives a complete understanding of a verb’s argument structure based on a single sentence.  Rather, the child gleans information across multiple sentence frames in which the verb appears.  It was this assumption that the learner uses multiple sentence frames to guide her interpretation of a verb’s argument structure that was incorporated into the linguistic analysis presented in this dissertation in Chapter 2 (Linguistic Analysis).

A constraint was proposed, Max Argument Structure (Max Arg Struc), which stated that the number of arguments in the meaning must correspond to the maximum number of overt noun phrases that the verb has been used with in the previous language input.  That is, the number of arguments that the learner posits for a particular verb must correspond to the maximum number of arguments with which she has heard the verb used across multiple sentences.  In this way, the comprehension of a surface intransitive sentence takes into account both the fact that there is only one argument in the given sentence but that in the language input there have been examples of transitive sentences which include a second overt argument.  As for the learner, even though her initial grammar may allow implicit objects broadly across verbs, these constraints would restrict her interpretation such that she would identify an implicit object in a surface intransitive sentence.  Crucially, she would only do this for verbs with which she has previously heard used transitively.  For example, she would not interpret an implicit object for a surface intransitive such as “Jack was sleeping” if she’d never heard a transitive use of the verb “sleep”.  What this suggests is that learners will not be misled by implicit objects as long as they have had exposure to the multiple sentence frames in the language input in which a verb occurs.
It is a question for future study whether the learner’s tendency to posit an implicit argument for any surface intransitive sentence might cause problems for other transitivity alternations, such as the causative alternation.  For example, in the transitive sentence in (77a), there are two arguments, the agent/causer (Jack) and the patient (the ball)
.  In the intransitive sentence in (77b), there is only one argument, the patient (the ball), and in the intransitive sentence in (77c), there is again only one argument (Jack) which might be characterized either as a patient or an agent (see Jackendoff (1990) for more discussion).  In sentences (77b) and (77c), the omitted argument is not semantically entailed (and may not even be implicated).

64. a.  Jack rolled the ball down the hill.

b.  The ball rolled down the hill.

c.  Jack rolled down the hill.

So how is the child to learn that indefinite implicit objects are essential arguments of the verb while agent arguments may not be?  A possibility is that the learner pays attention to the particular objects that are used with a verb.  If the child is lucky enough to hear the verb used in the context of an event in which the referents of the noun phrases in the sentence appear, then along the lines of Fisher’s (1996) proposal, the sentence could act as a zoom lens directing her attention to the relevant event.  For example, if she hears “Jack blicks an apple”, she might look to the event in which both “Jack” and “an apple” are involved and infer that whatever Jack is doing with regard to the apple is “blicking”.  In fact, Kersten and Smith (2002) have shown that children pay attention to novel objects in the context of learning novel verbs, suggesting that knowledge of an object may be necessary in order to understand the meaning of a verb in the context of that object.  This could provide some crucially useful information, for example whether it would be possible to carry out this action of blicking with Jack alone or with the apple alone or whether in fact both participants are essential to the event.  If the event has two essential (or obligatory arguments), then when the child hears the verb used intransitively in the future, she may already know that the event cannot occur without a second participant and so she may be inclined to interpret an implicit object.

In sum, acquisition of the implicit object construction is suggested to depend on the combination of a grammar that allows implicit objects to be generated across verbs and comprehension that takes into account the range of argument structures for which the learner has found evidence for in the language input (i.e., paying attention to the transitive uses of a verb).

The next question posed concerned how the learner could recover the referential content of an indefinite implicit object.  Since indefinite implicit objects, by definition, do not refer to specific objects that the speaker has in mind, to objects previously mentioned in the discourse, or to objects that are physically present and salient, the learner must use a different source to recover what the meaning of the object is.

Resnik (1996) made the argument that since highly selective verbs, by definition, are more narrowly selective of the argument classes from which they draw their direct objects, the meaning of an indefinite implicit object with one of these verbs should be more recoverable.  He presented supporting evidence that this is so in two studies, showing that the strength of a verb’s selection for a particular noun corresponded to judgments about the plausibility (data from Holmes et al., 1989) and typicality (data from Trueswell et al., 1994) of the noun as the verb’s direct object.  Thus, the more that children know about the argument classes from which verbs typically draw their direct objects, the more easily they should be able to recover the meaning of an implicit object.  The goal of this chapter was to determine whether, in fact, children’s knowledge of verbs’ selectional preferences would be likely to put them in a position to be able to recover the meaning of implicit objects.

Children’s knowledge of verbs’ semantic preferences was assessed by looking at the range of objects that they used with a verb.  Each verb, for children and mothers separately, was analyzed in terms of Resnik’s (1996) Selectional Preference Strength, which assesses the relatively selectivity of a verb for the argument classes from which it selects its direct objects, and a second measure, OS, which assesses the similarity of a verb’s objects to one another.  Children were tested during two age periods, 2;6 to 3;0 years and 3;6 to 4;0, in two experiments.  The first looked at one child’s and her mother’s spontaneous speech (Sarah, from the Brown corpus, 1973) during these age periods, and the second experiment investigated children’s and mothers’ elicited speech.  Children’s object use was compared to each other and to their mothers’ during these two age periods.  Overall, children’s verb semantics, in terms of both SPS and OS, were found to be in close correspondence with their mothers’, with verbs that were relatively high or low in SPS and/or OS for children being high or low in SPS and/or OS for mothers.

However, children’s verbs showed slightly broader selectional preferences and the objects used within a verb were more dissimilar to one another than the objects used within a verb by the mothers.  This difference was argued not to reflect a fundamental difference in verb meaning between the children and the mothers, but a difference in the variety of objects (and the argument classes that the objects represented) that the children listed in the current study compared to those that the mothers used.  However, it is a topic for future study whether children’s slightly broader verb meanings make them less able to recover the specific meaning of an indefinite implicit object, for example, recovering only that " Jack is eating" refers to some kind of (ingestibles( but not specifically to (foods().
5.1.3 Restricting the Use of Indefinite Implicit Objects

Finally it was asked how children learn to restrict their use of implicit objects in their own productions.  The answer suggested in this dissertation is that it would depend on their understanding of verbs’ selectional preferences and aspectual properties.

In addition to recovering the meaning of implicit objects, knowledge of verbs’ selectional preferences would allow children to readjust an initial grammar that allows implicit objects across all verbs to only those which are highly selective.  If the learner does not distinguish between verbs that are highly selective and verbs that are less so, then instances of overt indefinite implicit objects in the language input would not appear to be systematic and there would be no coherent way of readjusting her grammar to disallow indefinite implicit objects for these verbs.  Thus, for learning how to restrict her use of indefinite implicit objects in her own productions, it is crucially important that the child has an understanding of verbs’ selectional preferences that corresponds to adults’.

But with regard to whether slightly broader selectional preferences would necessarily lead to the use of indefinite implicit objects across more verbs than their mothers, it was argued that it would not.  According to the proposal for children’s acquisition of the target grammar in Chapter 2 (Linguistic Analysis), the learner would adjust her grammar in response to positive evidence in the language input of overt indefinite implicit objects with verbs that were relatively low in SPS compared to other verbs.  Since children’s verbs showed a range of SPS and OS values and the verbs that were relatively high or low in SPS and/or OS for children were also high or low in SPS and/or OS for mothers, they should respond to overt indefinite objects by adjusting their grammar so that it is these verbs that are, relatively speaking, lower in SPS that do not give rise to indefinite implicit objects.

Finally, it might be asked whether the rate of positive evidence of overt indefinite objects is high enough.  Related to this concern is the fact that although the model of the indefinite implicit object construction in English was shown in Chapter 2 (Linguistic Analysis) to be able to capture the range of gradient grammaticality judgments obtained across verbs, what children actually experience are grammatical sentences.  That is, they hear verbs used with or without objects, to varying extents across verbs, but these instances do not come tagged with a relative grammaticality judgment.  Thus, a future direction in which to take the current research is to consider how the learner might code instances of overt indefinite objects and exactly how she would use these instances to adjust her grammar.  Interestingly, the nature of the grammar proposed in Chapter 2 (Linguistic Analysis) is such that even if instances of overt indefinite implicit objects were treated by the child as indicating that an implicit object is completely ungrammatical that gradient grammaticality across a set of verbs varying in SPS, telicity, and perfectivity would still result simply because the relative rankings of constraints are defined probabilistically.

5.1.4 Conclusion

In conclusion, this dissertation has provided some insight into the potential problems that implicit arguments in the surface syntax pose for the learner who uses the surface form as a cue to the underlying verb meaning.  The proposal offered in this dissertation with regard to the acquisition of the implicit object construction, in keeping with the original proposal of syntactic bootstrapping (Gleitman, 1990; Landau & Gleitman, 1985), points to the role of information available in the surface form across multiple sentences.  The learner is proposed to be able to identify the presence of an implicit object by paying attention to range of sentence frames in which the verb occurs, noting that the verb does occur in transitive sentences with an overt object.  However, as for recovering the meaning of indefinite implicit objects and learning to restrict them appropriately in production, the information contained in the range of nouns that a verb occurs with is argued to be a rich and crucial source of information.  In this dissertation it was shown that children as young as 2;6 - 3;0 years of age do possess reasonably developed knowledge of verbs’ selectional preferences that would put them in a position to comprehend the meaning of an indefinite implicit object and furthermore, that the use of indefinite implicit objects in spontaneous speech by this age period is already primarily restricted in accordance with the factors that were proposed to govern the use of indefinite implicit objects in the adult grammar.

Appendix A:  Telicity Tests

Verbs were considered to be Telic [+ Telic] if at least two of the three following diagnostic tests returned a Telic result, and otherwise they were considered to be Atelic [0 Telic].

All verbs were tested either without an overt object, or if the implicit object construction was found too ungrammatical to judge, the indefinite, non-specific objects “anything/something” or “some stuff” was used.  Since the addition of an overt object tends to result in a Telic interpretation, caution was used in assessing these sentences.  Olson (1997) has asserted that an Atelic predicate may be given a Telic interpretation with the addition of arguments or adjuncts, but that a Telic predicate cannot be made Atelic.  Thus, if the diagnostic tests returned a Telic result using one object (e.g., “something”) but an Atelic result using another object (e.g., some stuff), the verb was considered to be Atelic since its Atelic interpretation had been discovered.  In contrast, a verb was considered Telic if no objects were found that resulted an Atelic interpretation.

The Almost Test
As discussed by Dowty (1979) and (1967), with the addition of the adverb almost, Telic predicates have two possible interpretations:  an event that has begun but has not necessarily finished, or an event that has not yet begun (78).  In contrast, Atelic predicates can only be interpreted as not yet having begun (79).

65. Tony almost packed.

( Interpretation 1:  Tony started packing, but hasn’t finished yet.

( Interpretation 2:  Tony was about to pack but hadn’t yet started.

66. Tony almost ate.

( Interpretation 1:  Tony started eating, but hasn’t finished yet.
( Interpretation 2:  Tony was about to pack but hadn’t yet started.

The In/For Test

Also discussed by Dowty (1979) and Vender (1967), Telic predicates combine more naturally with the phrase in five minutes and less easily with the phrase for five minutes (80), whereas Atelic predicates show the opposite preference (81).  Slightly different time frames were selected as necessary (e.g., in/for an hour, in/for a day, etc.) to correspond to what would be reasonable duration for the particular verb being tested.

67. Michelle made some stuff in five minutes / *for five minutes.
68. Michelle read *in five minutes / for five minutes.
The Counting Test


Bach (1986) has shown that Telic predicates are more naturally counted (82) than Atelic predicates (83).  Atelic predicates may be counted, but they require positing boundaries between stopping the event and starting anew, rather than counting repeated events which have natural endpoints.

69. Edgar opened some stuff three times.

70. Edgar watched three times. 

Appendix B:  Instructions for Parent Verb-Object Questionnaire

I am interested in the kinds of objects or activities that go with different verbs.  For example, you can ‘sit on’ a chair, a couch, a floor, a bed, or a bench.  You could not, however, sit on a ceiling.  You are also unlikely to sit on a table, even though it is physically possible.

For each of the verbs below, please list the top 10 most common objects you can think of (preferably those you would use when talking with your child), as shown in the two examples below.  For each verb, try to answer the question, “what are some things that I …?”  (for example, “what are some things I could build?”)

Feel free to add additional phrases as necessary, such as for the verb ‘set’ you might say ‘the box on the step.’  However, try to avoid using prepositional phrases alone, such as ‘in the rain’ for the verb ‘dance’.  A better answer would be ‘a waltz in the rain.’  Also, please try to avoid metaphors, such as ‘in love’ for the verb ‘fall’.

Example 1:




Example 2:

build

a house


think about
       a person





a bridge




       an idea





a school




       what to make for dinner   


a shed





       what you said




a tower





       going shopping



References
Akhtar, N., & Tomasello, M. (1997). Young children's productivity with word order and verb morphology. Developmental Psychology, 33, 952-965.

Allen, S. (2000). A discourse-pragmatic explanation for argument representation in child inuktitut. Linguistics, 38(3(367)), 483-521.

Allerton, D. J. (1975). Deletion and proform reduction. Journal of Linguistics, 11, 213-237.

Anttila, A. (1997). Variation in finnish phonology and morphology. Unpublished Ph.D. Dissertation, Stanford University, Stanford, CA.

Artstein, R. (1999). Person, animacy and null subjects. In T. Cambier-Langeveld, A. Lipták, M. Redford & E. J. v. d. Torre (Eds.), Proceedings of console vii, sole (pp. 1-15). Leiden.

Bach, E. (1986). The algebra of events. Linguistics and Philosophy, 9, 5-16.

Baković, E., & Keer, E. (2001). Optionality and ineffability. In G. Legendre, J. Grimshaw & S. Vikner (Eds.), Optimality-theoretic syntax. Cambridge, MA: The MIT Press.

Bates, E., Dale, P. S., & Thal, D. (1995). Individual differences and their implications for theories of language development. In P. Fletcher & B. MacWhinney (Eds.), Handbook of child language (pp. 96-151). Oxford: Basil Blackwell.

Bloom, L. (1970). Language development: Form and function in emerging grammars. Cambridge, MA: The MIT Press.

Bloom, L. (1981). The importance of language for language for language development:  Linguistic determinism in the 1980s. Annals of the New York Academy of Sciences, 379, 160-171.

Bloom, P. (1990). Subjectless sentences in child language. Linguistic Inquiry, 21, 491-504.

Boersma, P. (1997). How we learn variation, optionality, and probability. Proceedings of the Institute of Phonetic Sciences of the University of Amsterdam, 21, 43-58.

Boersma, P. (1998). Functional phonology:  Formalizing the interactions between articulatory and perceptual drives. Unpublished Dissertation, University of Amsterdam, The Hague:  Holland Academic Graphics.

Boersma, P. (2004). A stochastic ot account of paralinguistic tasks such as grammaticality and prototypicality judgments.

Boersma, P., & Hayes, B. P. (2001). Empirical tests of the gradual learning algorithm. Linguistic Inquiry, 32(1), 45-86.

Bresnan, J., & Kanerva, J. (1989). Locative inversion in chicheŵa:  A case study of factorization in grammar. Linguistic Inquiry, 20, 1-50.

Bromberg, H. S., & Wexler, K. (1995). Null subjects in child wh-questions. In C. T. Shutze, J. B. Ganger & K. Broihier (Eds.), Papers in language processing and acquisition (Vol. 26): MIT Working Papers in Linguistics.

Brooks, P. J., & Tomasello, M. (1999). How children constrain their argument structure constructions. Language, 75(4), 720-738.

Brown, R. (1973). A first language:  The early stages. Cambridge, MA: Harvard University Press.

Brown, W. (1971). Verbs and unspecified np deletion. Linguistic Inquiry, 2, 259-260.

Buchwald, A., Schwartz, O., Seidl, A., & Smolensky, P. (2002). Recoverability optimality theory:  Discourse anaphora in a bidirectional framework. In Bos, Foster & Matheson (Eds.), Proc. Edilog 2002: University of Edinburgh.

Carlson, L. (1981). Aspect and quantification. In P. Tedeschi & A. Zaenene (Eds.), Syntax and semantics, vol 14: Tense and aspect (pp. 31-64). New York, NY: Academic Press.

Choi, S., & Gopnik, A. (1995). Early acquisition of verbs in korean:  A cross-linguistic study. Journal of Child Language, 22, 497-529.

Chomsky, N. (1981). Lectures on government and binding. Dordrecht: Foris.

Chomsky, N. (1986). Barriers. Cambridge, MA: The MIT Press.

Chomsky, N. (1995). The minimalist program. Cambridge, MA: The MIT Press.

Comrie, B. (1976). Aspect: An introduction to the study of verbal aspect and related problems. Cambridge, UK: Cambridge University Press.

Cote, S. A. (1992). Discourse functions of two types of null objects in english. Paper presented at the 66th Annual Meeting of the Linguistic Society of America, Philadelphia, PA.

Cote, S. A. (1996). Grammatical and discourse properties of null arguments in english. Unpublished Ph.D. Dissertation, University of Pennsylvania, Philadelphia, PA.

Davidson, L., & Goldrick, M. (2003). Tense, agreement, and defaults in child catalan:  An optimality theoretic analysis. In S. Montrul & F. Ordonez (Eds.), Linguistic theory and language development in hispanic languages. Cambridge, MA: Cascadilla Press.

Dowty, D. R. (1979). Word meaning and montague grammar. Dordrecht, Netherlands: D. Reidel Publishing Company.

Dowty, D. R. (1991). Thematic proto-roles and argument selection. Language, 67, 547-619.

Fellbaum, C. (Ed.). (1998). Wordnet:  An electronic lexical database. Cambridge, MA: The MIT Press.

Fernandes, K. J., Marcus, G. F., Di Nubila, J. A., & Vouloumanos, A. (2006). From semantics to syntax and back again: Argument structure in the third year of life. Cognition, 100(2), B10-B20.

Filip, H. (1999). Aspect, eventuality types and nominal reference. New York, NY: Garland Publishing, Inc.

Fillmore, C. J. (1968). The case for case. In E. Bach & R. T. Harms (Eds.), Universals in linguistic theory (pp. 1-90). New York, NY: Holt, Rinehart, and Winston.

Fillmore, C. J. (1969). Types of lexical information. In F. Kiefer (Ed.), Studies in syntax and semantics (pp. 109-137). Dordrecht: Reidel.

Fillmore, C. J. (1986). Pragmatically controlled zero anaphora. Paper presented at the Proceedings of the 12th Annual meeting of the Berkeley Linguistics Society, Berkeley, CA.

Fisher, C. (1994). Structure and meaning in the verb lexicon:  Input for a syntax-aided verb learning procedure. Language and Cognitive Processes, 9(4), 473-517.

Fisher, C. (1996). Structural limits on verb mapping: The role of analogy in children's interpretations of sentences. Cognitive Psychology, 31(1), 41-81.

Fisher, C. (2002a). The role of abstract syntactic knowledge in language acquisition: A reply to tomasello (2000). Cognition, 82(3), 259.

Fisher, C. (2002b). Structural limits on verb mapping: The role of abstract structure in 2.5-year-olds' interpretations of novel verbs. Developmental Science, 5(1), 55-64.

Fisher, C., Hall, D. G., Rakowitz, S., & Gleitman, L. (1994). When it is better to receive than to give:  Syntactic and conceptual constraints on vocabulary growth. Lingua, 92, 333-375.

Fisher, C., Klingler, S. L., & Song, H.-j. (2006). What does syntax say about space? 2-year-olds use sentence structure to learn new prepositions. Cognition, 101(1), B19-B29.

Foley, W. A., & Van Valin, R. D., Jr. (1984). Functional syntax and universal grammar. Cambridge, UK: Cambridge University Press.

Francis, W., & Kučera, H. (1982). Frequency analysis of english usage. New York, NY: Houghton Mifflin.

Fraser, B., & Ross, J. R. (1970). Idioms and unspecified np deletion. Linguistic Inquiry(1), 264-265.

Gelman, S. A., & Tardif, T. (1998). Acquisition of nouns and verbs in mandarin and english. In E. V. Clark (Ed.), The proceedings of the twenty-ninth annual child language research forum. (pp. 27-36). Chicago, IL: Center for the Study of Language and Information.

Gentner, D. (1978). On relational meaning: The acquisition of verb meaning. Child Development, 49(4), 988-998.

Gentner, D. (1981). Some interesting differences between verbs and nouns. Cognition and Brain Theory, 4, 161-178.

Gillette, J., Gleitman, H., Gleitman, L., & Lederer, A. (1998). Human simulation of vocabulary learning. Philadelphia, PA: University of Pennsylvania, Institute for Research in Cognitive Science (IRCS) Report (22).

Gleitman, L. (1990). The structural sources of verb meanings. Language Acquisition: A Journal of Developmental Linguistics, 1(1), 3-55.

Gleitman, L., Cassidy, K., Nappa, R., Papafragou, A., & Trueswell, J. C. (2005). Hard words. Language Learning and Development, 1(1), 23-64.

Goldberg, A. E. (1995). Constructions:  A construction grammar approach to argument structure. Chicago: University of Chicago Press.

Goldberg, A. E. (1999). The emergence of argument structure semantics. In B. MacWhinney (Ed.), The emergence of language. Hillsdale, NJ: Lawrence Erlbaum.

Goldberg, A. E. (2004). But do we need universal grammar? Comment on lidz et al. (2003). Cognition, 94(1), 77-84.

Goldberg, A. E. (2005, Draft). Constructions, lexical semantics and the correspondence principle:  Accounting for generalizations and subregularities in the realization of arguments. In N. Erteschik-Shir & T. Rapoport (Eds.), The syntax of aspect: Oxford University Press.

Goldin-Meadow, S., Seligman, M. E. P., & Gelman, R. (1976). Language in the two-year-old. Cognition, 4, 189-202.

Gopnik, A., & Choi, S. (1995). Names, relational words, and cognitive development in english and korean speakers:  Nouns are not always learned before verbs. In M. Tomasello & W. E. Merriman (Eds.), Beyond names for things:  Young children's acquisition of verbs (pp. 63-80). Hillsdale, NJ: Erlbaum.

Greenfield, P. M., & Smith, J. H. (1976). The structure of communication in early language development. London: Academic Press.

Grimshaw, J. B. (1981). Form, function, and the language acquisition device. In C. L. Baker & J. J. McCarthy (Eds.), The logical problem of language acquisition (pp. 165-182). Cambridge, MA: The MIT Press.

Grimshaw, J. B. (1993). Semantic structure and semantic content in lexical representation: Rutgers University, New Brunswick, NJ.  Cited from Levin, B. & Rappaport Hovav M.  (2006).  Argument realization.  Cambridge, UK:  Cambridge University Press.

Grimshaw, J. B. (1997). Projection, heads, and optimality. Linguistic Inquiry, 28(3), 373-422.

Gropen, J., Pinker, S., Hollander, M., & Goldberg, R. (1991a). Affectedness and direct objects:  The role of lexical semantics in the acquisition of verb argument structure. Cognition, 41(1), 153-195.

Gropen, J., Pinker, S., Hollander, M., & Goldberg, R. (1991b). Syntax and semantics in the acquisition of locative verbs. Journal of Child Language, 18(1), 115-151.

Gruber, J. (1965). Studies in lexical relations. MIT, Cambridge, MA.

Guilfoyle, E. (1984). The acquisition of tense and the emergence of lexical subjects in child grammars of english. Paper presented at the Boston University Conference on Language Development, Boston, MA.

Guilfoyle, E., & Noonan, M. (1989). Functional categories and language acquisition: McGill University.

Hayes, B. P., & MacEachern, M. (1998). Quatrain form in english folk verse. Language, 74, 473-507.

Holmes, V. M., Stowe, L., & Cupples, L. (1989). Lexical expecations in parsing complement-verb sentences. Journal of Memory & Language, 28, 668-689.

Hopper, P. J., & Thompson, S. A. (1980). Transitivity in grammar and discourse. Language, 56(2), 251-299.

Huang, C. T. J. (1984). On the distribution and reference of empty pronouns. Linguistic Inquiry, 15, 531-574.

Huang, C. T. J. (1989). Pro-drop in chinese:  A generalized control theory. In O. Jaeggli & K. J. Safir (Eds.), The null subject parameter (Vol. 15, pp. 185-214). Dordrecht, The Netherlands: Kluwer Academic Publishers.

Hughes, M., & Allen, S. (2006). A discourse-pragmatic analysis of subject omission in child english. In Proceedings of the annual boston university conference on language development (Vol. 30(1), pp. 293-304). Boston, MA.

Hyams, N. (1986). Language acquisition and the theory of parameters. Dordrecht, Netherlands: Reidel.

Hyams, N. (1992). A reanalysis of null subjects in child language. In J. Weissenborn, H. Goodluck & T. Roeper (Eds.), Theoretical issues in language acquisition:  Continuity and change in development. London: Lawrence Erlbaum.

Hyams, N., & Wexler, K. (1993). On the grammatical basis of null subjects in child language. Linguistic Inquiry(24), 421-459.

Imai, M. (1995). Evolution of young children's theories of word meanings: The role of shape similarity in early acquisition. Northwestern U, US.

Imai, M., Gentner, D., & Uchida, N. (1994). Children's theories of word meaning: The role of shape similarity in early acquisition. Cognitive Development, 9(1), 45-75.

Jackendoff, R. S. (1972). Semantic interpretation in generative grammar. Cambridge, MA: The MIT Press.

Jackendoff, R. S. (1983). Semantics and cognition. Cambridge, MA: MIT Press.

Jackendoff, R. S. (1987). The status of thematic relations in linguistic theory. Linguistic Inquiry, 18, 369-411.

Jaeggli, O., & Safir, K. J. (1989). The null subject parameter and parametric theory. In O. Jaeggli & K. J. Safir (Eds.), The null subject parameter (Vol. 15, pp. 1-44). Dordrecht, The Netherlands: Kluwer Academic Publishers.

Kaplan, R. M., & Bresnan, J. (1982). Lexical-functional grammar:  A formal system for grammatical representation. In J. Bresnan (Ed.), The mental representation of grammatical relations (pp. 173-281). Cambridge, MA: The MIT Press.

Katz, J. J., & Postal, P. M. (1964). An integrated theory of linguistic descriptions. Cambridge, MA: The MIT Press.

Kazman, R. (1988). Null arguments and the acquistion of case and infl. Paper presented at the Boston University Conference on Language Development, Boston, MA.

Keller, F. (1998). Gradient grammaticality as an effect of selective constraint re-ranking. In M. C. Gruber, D. Higgins, K. S. Olson & T. Wysocki (Eds.), Papers from the 34th meeting of the chicago linguistic society (Vol. 2:  The Panels, pp. 95-109). Chicago: CLS.

Kenny, A. (1963). Action, emotion, and will. London: Routledge and Kegan Paul.

Klein, W. (1992). The present perfect puzzle. Language, 68, 525-552.

Klein, W. (1994). Time in language. London: Routledge.

Landau, B., & Gleitman, L. R. (1985). Language and experience: Evidence from the blind child: Harvard University Press.

Landau, B., & Stecker, D. (1990). Objects and places:  Geometric and syntactic representations in early lexical learning. Cognitive Development, 5, 287-312.

Lederer, A. (unpublished). Object norms.

Lederer, A., Gleitman, H., & Gleitman, L. (1995). Verbs of a feather flock together: Semantic information in the structure of maternal speech. In M. Tomasello & W. E. Merriman (Eds.), Beyond names for things: Young children's acquisition of verbs. (pp. 277-297). Hillsdale, NJ: Lawrence Erlbaum Associates, Inc.

Lee, J. N., & Naigles, L. R. (2005). The input to verb learning in mandarin chinese: A role for syntactic bootstrapping. Developmental Psychology, 41(3), 529.

Legendre, G., Hagstrom, P., Vainikka, A., & Todorova, M. (2002). Partial constraint ordering in child french syntax. Language Acquisition, 10(3), 189-227.

Legendre, G., Smolensky, P., & Wilson, C. (1998). When is less more?  Faithfulness and minimal links in wh-chains. In P. Barbosa, D. Fox, P. Hagstrom, M. McGinnis & D. Pesetsky (Eds.), Is the best good enough?  Optimality and competition in syntax (pp. 249-289). Cambridge, MA: The MIT Press.

Levin, B. (1993). English verb classes and alternations:  A preliminary investigation (1993 ed.). Chicago, IL: The U of Chicago Press.

Levin, B., & Rappaport Hovav, M. (2005). Argument realization. Cambridge, UK: Cambridge University Press.

Li, P. i., & Shirai, Y. (2000). The acquisition of lexical and grammatical aspect. Berlin; New York: Mouton de Gruyter.

Lidz, J., Gleitman, H., & Gleitman, L. (2003). Understanding how input matters: Verb learning and the footprint of universal grammar. Cognition, 87(3), 151-178.

Lidz, J., & Gleitman, L. R. (2004). Yes, we still need universal grammar: Reply. Cognition, 94(1), 85-93.

MacWhinney, B. (2000). The childes project:  Tools for analyzing talk. (Third Edition ed.). Mahwah, NJ: Lawrence Erlbaum Associates.

MacWhinney, B., & Snow, C. (1985). The child language data exchange system. Journal of Child Language, 12.

Mittwoch, A. (1971). Idioms and unspecified np deletion. Linguistic Inquiry, 2, 255-259.

Mittwoch, A. (1982). On the difference between eating and eating something:  Activities versus accomplishments. Linguistic Inquiry, 13(1), 113-122.

Nagy, N., & Reynolds, B. (1997). Optimality theory and variable word-final deletion in faeter. Language Variation and Change, 9(1), 37-56.

Naigles, L. (1990). Children use syntax to learn verb meanings. Journal of Child Language, 17(2), 357-374.

Naigles, L. (1996). The use of multiple frames in verb learning via syntactic bootstrapping. Cognition, 58(2), 221-251.

Naigles, L. (2002). Form is easy, meaning is hard:  Resolving a paradox in early child language. Cognition, 86, 157-199.

Naigles, L., & Bavin, E. L. (2001). Generalizing novel verbs to different structures:  Evidence for the early distinction of verbs and frames. Paper presented at the Proceedings of the 25th Boston Child Language Conference, Boston, MA.

Naigles, L., Bavin, E. L., & Smith, M. A. (2002). Generalizing novel verbs to different structures:  Evidence for the importance of understanding meaning. Paper presented at the 26th Boston Child Language Conference, Boston, MA.

Naigles, L., Bavin, E. L., & Smith, M. A. (2005). Toddlers recognize verbs in novel situations and sentences. Developmental Science, 8(5), 424-431.

Naigles, L., & Kako, E. T. (1993). First contact in verb acquisition:  Defining a role for syntax. Child Development, 64, 1665-1687.

Naigles, L., & Lehrer, N. (2002). Language-general and language-specific influences on chidren's acquisition of argument structure: A comparison of french and english. Journal of Child Language, 29(3), 545-566.

Nelson, K., Hampson, J., & Shaw, L. K. (1993). Nouns in early lexicons: Evidence, explanations and implications. Journal of Child Language, 20(1), 61-84.

Nicol, T. (2003). Discovering the invisible:  Children's acquisition of the implicit object construction. Unpublished Masters, Johns Hopkins University, Baltimore, MD.

Nicol, T., Landau, B., & Resnik, P. (2003). Discovering the invisible:  Children's acquisition of the implicit object construction. Boston University Conference on Language Development, Boston, MA.

Olguin, R., & Tomasello, M. (1993). Twenty-five month old children do not have a grammatical category of verb. Cognitive Development, 8, 245-272.

Olsen, M. B. (1997). A semantic and pragmatic model of lexical and grammatical aspect. New York, NY: Garland Publishing, Inc.

Olsen, M. B., & Resnik, P. (1997, April, 1997). Implicit object constructions and the (in)transitivity continuum. Paper presented at the 33rd Regional Meeting of the Chicago Linguistics Society, Chicago, IL.

Olsen, M. B., & Weinberg, A. (1999). Innateness and the acquisition of grammatical aspect via lexical aspect. Proceedings of BUCLD.

Olsen, M. B., Weinberg, A., Lilly, J. P., & Drury, J. E. (1998). Acquiring grammatical aspect via lexical aspect:  The continuity hypothesis. University of Maryland Working Papers in Linguistics.  Presented at the Annual Meeting of the Linguistic Society of America, Jaunary 7-11, New York.

Pesetsky, D. (1995). Zero syntax. Cambridge, MA: The MIT Press.

Pinker, S. (1982). A theory of the acquisition of lexical interpretive grammars. In J. Bresnan (Ed.), The mental representation of grammatical relations. Cambridge, MA: The MIT Press.

Pinker, S. (1984). Language learnability and language development. Cambridge, MA: Harvard University Press.

Pinker, S. (1989). Learnability and cognition:  The acquisition of argument structure. Cambridge, MA: The MIT Press.

Pinker, S. (1994). How could a child use verb syntax to learn verb semantics. Lingua, 92(1-4), 377-410.

Prince, A., & Smolensky, P. (1993). Optimality theory: Constraint interaction in generative grammar: Rutgers University Center for Cognitive Science Technical Report 2.

Prince, A., & Smolensky, P. (2004). Optimality theory:  Constraint interaction in generative grammar. Oxford: Blackwell Publishing.

Pustejovsky, J. (1991). The syntax of event structure. Cognition, 41, 47-81.

Raposo, E. (1986). On the null object in european portuguese. In O. Jaeggli & C. Silva-Corvalán (Eds.), Studies in romance linguistics (pp. 373-390). Dordrecht, Netherlands: Foris.

Ratitamkul, T., Goldberg, A. E., & Fisher, C. (2004). The role of discourse context in determining the argument structure of novel verbs with omitted arguments, CLR.

Resnik, P. (1993). Selection and information:  A class-based approach to lexical relationships. Unpublished Dissertation, University of Pennsylvania, Philadelphia, PA.

Resnik, P. (1996). Selectional constraints: An information-theoretic model and its computational realization. Cognition, 61(1), 127-159.

Reynolds, W. (1994). Variation and phonological theory., University of Pennsylvania, Philadelphia.

Rice, S. (1988). Unlikely lexical entries. Paper presented at the Proceedings of the 14th Annual Meeting of the Berkeley Linguistics Society, Berkeley, CA.

Rizzi, L. (1994). Early null subjects and root null subjects. In T. Hoekstra & B. Schwartz (Eds.), Language acquisition in generative grammar. Amsterdam: John Benjamins.

Shipley, E. F., Smith, C. S., & Gleitman, L. R. (1969). A study in the acquisition of language:  Free responses to commands. Language, 45, 322-342.

Shirai, Y., & Andersen, R. W. (1995). The acquisition of tense-aspect morphology:  A prototype account. Language, 71(4), 743-762.

Skarabela, B., & Allen, S. (2002). The role of joint attention in argument realization in child inuktitut. In Proceedings of the annual boston university conference on language development (Vol. 26(2), pp. 620-630). Boston, MA.

Smith, C. S. (1991). The parameter of aspect. Dordrecht, The Netherlands: Kluwer Academic Publishers.

Sorace, A., & Keller, F. (2005). Gradience in linguistic data. Lingua, 115(11), 1497-1524.

Tardif, T. (1996). Nouns are not always learned before verbs:  Evidence from mandarin speakers' early vocabularies. Developmental Psychology, 32, 492-504.

Tenny, C. (1987). Grammaticalizing aspect and affectedness. Unpublished Doctoral Dissertation, MIT, Cambridge, MA.

Tenny, C. (1988). Studies in generative approaches to aspect.Unpublished manuscript, Cambridge, MA.

Tenny, C. (1992). The aspectual interface hypothesis. In I. A. Sag & A. Szabolcsi (Eds.), Lexical matters (pp. 1-27).

Tenny, C. (1994). Aspectual roles and the syntax-semantics interface. Dordrecht: Kluwer Academic Publishers.

Tomasello, M. (1992). First verbs:  A case study in early grammatical development. Cambridge, UK: Cambridge University Press.

Tomasello, M. (2000). Do young children have adult syntactic competence? Cognition, 74, 209-253.

Tomasello, M. (2001). The item-based nature of children's early syntactic development. In M. Tomasello & E. Bates (Eds.), Language development: The essential readings. (pp. 169-186). Malden, MA: Blackwell Publishing.

Tomasello, M., Akhtar, N., Dodson, K., & Rekau, L. (1997). Differential productivity in young children's use of nouns and verbs. Journal of Child Language, 24, 373-387.

Tomasello, M., & Brooks, P. J. (1998). Young children's earliest transitive and intransitive constructions. Cognitive Linguistics, 9, 379-395.

Trueswell, J. C., Tanenhaus, M. K., & Garnsey, S. M. (1994). Semantic influences on parsing: Use of thematic role information in syntactic ambiguity resolution. Journal of Memory & Language, 33(3), 285.

Valian, V. (1990). Null subjects: A problem for parameter-setting models of language acquisition. Cognition, 35(2), 105-122.

Valian, V. (1991). Syntactic subjects in the early speech of american and italian children. Cognition, 40, 21-81.

Valian, V., & Aubry, S. (2005). When opportunity knocks twice: Two-year-olds' repetition of sentence subjects. Journal of Child Language, 32(3), 617-641.

Valian, V., & Eisenberg, Z. (1996). The development of syntactic subjects in portuguese-speaking children. Journal of Child Language, 23(1), 103-128.

Valian, V., Hoeffner, J., & Aubry, S. (1996). Young children's imitation of sentence subjects: Evidence of processing limitations. Developmental Psychology, 32(1), 153-164.

Valian, V., Prasada, S., & Scarpa, J. (2006). Direct object predictability:  Effects on young children's imitation of sentences. Journal of Child Language, 33, 247-269.

van Hout, A. (1996). Event semantics of verb frame alternations: A case study of dutch and its acquisition. Tilburg University.

Van Valin, R. D. (1993). A synopsis of role and reference grammar. In R. D. Van Valin, Jr. (Ed.), Advances in role and reference grammar (pp. 1-164). Amsterdam: John Benjamins.

Van Valin, R. D., & LaPolla, R. J. (1997). Syntax:  Structure, meaning and function. Cambridge, UK: Cambridge University Press.

Vendler, Z. (1957). Verbs and times. The Philosophical Review, 66, 143-160.

Vendler, Z. (1967). Linguistics in philosophy. Ithaca, N.Y.: Cornell University Press.

Verkuyl, H. J. (1972). On the compositional nature of the aspects. Dordrecht, The Netherlands: Reidel.

Verkuyl, H. J. (1989). Aspectual classes and aspectual composition. 12, 39-94.

Verkuyl, H. J. (1993). A theory of aspectuality. Cambridge, UK: Cambridge University Press.

Wagner, L. (2001). Aspectual influences on early tense comprehension. Journal of Child Language, 28(3), 661-681.

Wagner, L. (2006). Aspectual bootstrapping in language acquisition: Telicity and transitivity. Language Learning and Development, 2(1), 51-76.

Wang, Q., Lillo-Martin, D., Best, C. T., & Levitt, A. (1992). Null subject versus null object:  Some evidence from the acquisition of chinese and english. Language Acquisition, 2(3), 221-254.

Weist, R. M. (2002). The first language acquisition of tense and aspect. In M. R. Salaberry & Y. Shirai (Eds.), The l2 acquisition of tense-aspect morphology (pp. vi, 487 p.). Amsterdam; Philadelphia: J. Benjamins Pub.

Weist, R. M., Wysocka, H., & Witkowska-Stadnik, K. (1984). The defective tense hypothesis:  On the emergence of tense and aspect in child polish. Journal of Child Language, 11, 347-374.



� This alternation has also been referred to in the literature as “unspecified NP deletion” � ADDIN EN.CITE <EndNote><Cite><Author>Fraser</Author><Year>1970</Year><RecNum>62</RecNum><record><rec-number>62</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Fraser, B.</author><author>Ross, J.R.</author></authors></contributors><titles><title>Idioms and unspecified NP deletion</title><secondary-title>Linguistic Inquiry</secondary-title></titles><periodical><full-title>Linguistic Inquiry</full-title></periodical><pages>264-265</pages><number>1</number><dates><year>1970</year></dates><urls></urls></record></Cite><Cite><Author>Brown</Author><Year>1971</Year><RecNum>380</RecNum><record><rec-number>380</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Brown, Wayles</author></authors></contributors><titles><title>Verbs and unspecified NP deletion</title><secondary-title>Linguistic Inquiry</secondary-title></titles><periodical><full-title>Linguistic Inquiry</full-title></periodical><pages>259-260</pages><volume>2</volume><dates><year>1971</year></dates><urls></urls></record></Cite><Cite><Author>Mittwoch</Author><Year>1971</Year><RecNum>296</RecNum><record><rec-number>296</rec-number><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Mittwoch, Anita</author></authors></contributors><titles><title>Idioms and unspecified NP deletion</title><secondary-title>Linguistic Inquiry</secondary-title></titles><periodical><full-title>Linguistic Inquiry</full-title></periodical><pages>255-259</pages><volume>2</volume><dates><year>1971</year></dates><urls></urls></record></Cite></EndNote>�Fraser, B. and J. R. Ross (1970). Idioms and unspecified NP deletion. Linguistic Inquiry(1): 264-265, Brown, W. (1971). Verbs and unspecified NP deletion. Linguistic Inquiry 2: 259-260, Mittwoch, A. (1971). Idioms and unspecified NP deletion. Linguistic Inquiry 2: 255-259.�.


� This distinction is still a bit of an oversimplification since it is possible for previous discourse or physical surroundings to narrow down the meaning of an implicit object.  For example, if the sentence “When I last looked in on him, Jack was eating” were uttered in isolation, the implicit object might be interpreted as food.  However, if the previous discourse or physical surroundings placed Jack in a bakery, the implicit object might be interpreted to be a more specific object, such as baked goods, which edges closer to the definition of a definite implicit object.


� Goldberg’s (2005) “Implicit Theme Construction” is motivated by two factors, an intuitive notion of recoverability and the considerations of politeness when the theme argument is an imageable but taboo object of bodily emission.  Goldberg proposes that in the “Implicit Theme Construction” such objects are fused with the verb, and that fusion is possible given the conditions of both recoverability and politeness.


� Note that SPS calculates only the distribution of argument classes, and thus only takes into account noun phrase direct objects.  Other complements, such as prepositional phrases or sentential complements, which may be considered arguments of the verb cannot be entered into the calculation of SPS.  In the experiments in this dissertation, either the head noun of an object phrase (e.g., “hat” instead of “a red hat”) or if it was listed in Word Net, a compound noun phrase (e.g., dog food), was entered into the analysis.


� In information theory, the quantity of information that is gained by observing an instance of x is given by � EMBED Equation.3  ���.  The higher the probability of x, the less information gained by its occurrence, and vice versa, the lower the probability of x, the more information gained by its occurrence.  Weighted in terms of � EMBED Equation.3  ��� in order to average over all possible values of x, the formal definition of entropy is� EMBED Equation.3  ���.  Relative entropy subtracts the quantity of information gained by observing an instance of x under one context from the quantity of information gained by observing an instance of x under another context, weighted in terms of the probability of the first context.  For a more detailed explanation and theoretical background with regard to the use of relative entropy to quantify information about verb semantics, see Resnik (1993).


� In this dissertation, v is used to indicate that SPS is being calculated here specifically for particular verbs.


� Selectional association is simply one of the terms of Selectional Preference Strength, which identifies the extent to which a particular conceptual class is selected for by a particular predicate.


� In the literature, in addition to being referred to as lexical aspect (Shirai & Andersen, 1995), it has also been referred to as Aktionsart � ADDIN EN.CITE <EndNote><Cite><Author>Comrie</Author><Year>1976</Year><RecNum>48</RecNum><record><rec-number>48</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Comrie, Bernard</author></authors></contributors><titles><title>Aspect: An introduction to the study of verbal aspect and related problems</title></titles><pages>ix, 142 p.</pages><keywords><keyword>Grammar, Comparative and general Aspect</keyword></keywords><dates><year>1976</year></dates><pub-location>Cambridge, UK</pub-location><publisher>Cambridge University Press</publisher><isbn>0521211093</isbn><call-num>Eisenhower Stacks P281 .C6 1976</call-num><urls><pdf-urls><url>Binder:  Aspect Reading Group</url></pdf-urls></urls></record></Cite></EndNote>�(Comrie, 1976)�, aspectual class � ADDIN EN.CITE <EndNote><Cite><Author>Dowty</Author><Year>1979</Year><RecNum>53</RecNum><record><rec-number>53</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Dowty, David R.</author></authors></contributors><titles><title>Word meaning and Montague grammar</title></titles><dates><year>1979</year></dates><pub-location>Dordrecht, Netherlands</pub-location><publisher>D. Reidel Publishing Company</publisher><urls><pdf-urls><url>Binder:  Aspect Reading Group</url></pdf-urls></urls></record></Cite></EndNote>�(Dowty, 1979)�, situation aspect � ADDIN EN.CITE <EndNote><Cite><Author>Smith</Author><Year>1991</Year><RecNum>372</RecNum><record><rec-number>372</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Smith, Carlota S.</author></authors></contributors><titles><title>The Parameter of Aspect</title></titles><dates><year>1991</year></dates><pub-location>Dordrecht, The Netherlands</pub-location><publisher>Kluwer Academic Publishers</publisher><urls></urls></record></Cite></EndNote>�(Smith, 1991)�, lexical contents � ADDIN EN.CITE <EndNote><Cite><Author>Klein</Author><Year>1992</Year><RecNum>377</RecNum><record><rec-number>377</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Klein, Wolfgang</author></authors></contributors><titles><title>The present perfect puzzle</title><secondary-title>Language</secondary-title></titles><periodical><full-title>Language</full-title></periodical><pages>525-552</pages><volume>68</volume><dates><year>1992</year></dates><urls></urls></record></Cite><Cite><Author>Klein</Author><Year>1994</Year><RecNum>378</RecNum><record><rec-number>378</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Klein, Wolfgang</author></authors></contributors><titles><title>Time in language</title></titles><dates><year>1994</year></dates><pub-location>London</pub-location><publisher>Routledge</publisher><urls></urls></record></Cite></EndNote>�(Klein, 1992, 1994)� and eventuality type � ADDIN EN.CITE <EndNote><Cite><Author>Filip</Author><Year>1999</Year><RecNum>379</RecNum><record><rec-number>379</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Filip, Hana</author></authors></contributors><titles><title>Aspect, Eventuality Types and Nominal Reference</title></titles><dates><year>1999</year></dates><pub-location>New York, NY</pub-location><publisher>Garland Publishing, Inc.</publisher><urls></urls></record></Cite></EndNote>�(Filip, 1999)�.


� Usually the argument which measures out a Telic event is the direct object, but in cases of one argument verbs, the single delimiting argument appears as the subject of the sentence.


� The simple past is often treated as reflecting Perfective aspect, but Olsen � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Olsen</Author><Year>1997</Year><RecNum>119</RecNum><record><rec-number>119</rec-number><ref-type name='Book'>6</ref-type><contributors><authors><author>Olsen, Mari Broman</author></authors></contributors><titles><title>A semantic and pragmatic model of lexical and grammatical aspect</title></titles><dates><year>1997</year></dates><pub-location>New York, NY</pub-location><publisher>Garland Publishing, Inc.</publisher><urls></urls></record></Cite></EndNote>�(1997)� demonstrates that the simple past may not include an interpretation of Perfectivity.


� There is only one study to date which tests the hypothesis that verb meaning is learned across multiple frames.  Naigles � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Naigles</Author><Year>1996</Year><RecNum>230</RecNum><record><rec-number>230</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Naigles, Letitia</author></authors></contributors><titles><title>The use of multiple frames in verb learning via syntactic bootstrapping</title><secondary-title>Cognition</secondary-title></titles><periodical><full-title>Cognition</full-title></periodical><pages>221-251</pages><volume>58</volume><number>2</number><keywords><keyword>ability to use multiple syntactic frames in focusing on novel verb meaning, 2 yr olds</keyword><keyword>Semantics</keyword><keyword>Syntax</keyword><keyword>Verbal Meaning</keyword></keywords><dates><year>1996</year></dates><publisher>Elsevier Science</publisher><isbn>0010-0277 (Print)</isbn><urls><related-urls><url>http://elsevier.com</url><url>10.1016/0010-0277(95)00681-8</url><url>http://search.epnet.com/login.aspx?direct=true&amp;db=psyh&amp;an=1996-03563-003 </url></related-urls></urls></record></Cite></EndNote>�(1996)� tested whether children tended to interpret a novel verb that was presented to them in the casuative alternation as having a causative meaning and a verb that was presented in the omitted object alternation as having a contact meaning (e.g., tapping on the top of the head).  Because this study did not investigate children’s understanding of the number of participants in the argument structure per se, this study is not reviewed here.  Moreover, the expectation that a verb that participates in the omitted object alternation should be interpreted as referring to physical contact is not one that is supported by the many examples of verbs that allow implicit objects.


� Although it may be possible to incorporate a weighting of the factors into other linguistic frameworks, the system of OT was used in the current analysis because it most naturally accommodated the simultaneous but weighted effects that characterize the implicit object construction.


� Although Tense and Aspect are independent properties, to the extent that one encourages certain interpretations of the other, Tense may also be shown to affect the grammaticality of an implicit object.  For example, past tense (indicating that the event occurred at a time prior to the speaking act) may encourage an interpretation of perfectivity (viewing the event from the perspective of its point of completion); in fact, this has been shown for children � ADDIN EN.CITE <EndNote><Cite><Author>Wagner</Author><Year>2001</Year><RecNum>160</RecNum><record><rec-number>160</rec-number><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Wagner, Laura</author></authors></contributors><auth-address>Wagner, Laura, New York U, Dept of Psychology, 6 Washington Place, New York, NY, US, lmwagner@ling.upenn.edu</auth-address><titles><title>Aspectual influences on early tense comprehension</title><secondary-title>Journal of Child Language</secondary-title></titles><periodical><full-title>Journal of Child Language</full-title></periodical><pages>661-681</pages><volume>28</volume><number>3</number><keywords><keyword>Aspect First Hypothesis</keyword><keyword>verbal morphology</keyword><keyword>child language development</keyword><keyword>tense comprehension</keyword><keyword>Early Childhood Development</keyword><keyword>Language Development</keyword><keyword>Morphology (Language)</keyword><keyword>Verbal Comprehension</keyword></keywords><dates><year>2001</year></dates><publisher>Cambridge Univ Press</publisher><urls><related-urls><url>http://www.cup.org</url><url>lmwagner@ling.upenn.edu</url><url>http://search.epnet.com/login.aspx?direct=true&amp;db=psyh&amp;an=2002-00285-003 </url></related-urls><pdf-urls><url>Box:  Acquisition of Aspect</url></pdf-urls></urls></record></Cite></EndNote>�(Wagner, 2001)�.


� The somewhat relaxed criterion of considering a verb to be [+ Telic] on the basis of only two out of the three tests was due to the notorious difficulty of interpreting these tests.


� This is true in the current analysis because each constraint, when violated, is only violated by one, but not both of the candidate outputs.  * Int Arg is violated by the overt object output, but not the implicit object output, while Faith Arg is violated by the implicit object output (given a two argument verb in the input), but not the overt object output.  Telic End and Perf Coda are violated by the implicit object output when the input is Telic or Perfective, and never by the overt object output.  In the case of a two-argument verb, at minimum, the output candidates incur violations of * Int Arg and Faith Arg. 


� A normal Gaussian function defines a distribution in which a variable X, with mean (, and variance (2 accords with the following probability density:  � EMBED Equation.3  ���


� A linear function is a first degree polynomial with the form:  f(x) = mx + b, where m and b are real constants and x is a real variable.  This function yields a graph that is a straight line.


� A linear function was chosen as a reasonable place to begin to explore the relative contribution of Semantic Selectivity to the implicit object construction.  In future work it may be worth pursuing an analysis which finds the best curve. 


� These eight constraint orderings encompass the 24 possible constraint rankings.  For example, the first ordering, *I » {F, T, P}, which gives rise to the implicit object output for all inputs regardless of aspectual properties can be instantiated as any of 6 constraint rankings:  *I » F » T » P, *I » F » P » T, *I » T » F » P, *I » P » F » T, *I » T » P » F, or *I » P » T » F.


� Resnik originally selected this set of verbs on the basis of their relative frequency in child-directed speech.


� The transitivity alternations that these verbs participate in vary by verb, but are generally not considered to be true transitive uses � ADDIN EN.CITE <EndNote><Cite><Author>Levin</Author><Year>1993</Year><RecNum>96</RecNum><record><rec-number>96</rec-number><ref-type name="Book">6</ref-type><contributors><authors><author>Levin, Beth</author></authors></contributors><auth-address>Northwestern U, Evanston IL 60201</auth-address><titles><title>English verb classes and alternations:  A preliminary investigation</title></titles><pages>348</pages><edition>1993</edition><keywords><keyword>English</keyword><keyword>Verbs</keyword><keyword>Grammatical Analysis</keyword><keyword>Semantic Analysis</keyword></keywords><dates><year>1993</year></dates><pub-location>Chicago, IL</pub-location><publisher>The U of Chicago Press</publisher><orig-pub>1993</orig-pub><isbn>0226475336</isbn><accession-num>9402961</accession-num><urls></urls><remote-database-name>LLBA</remote-database-name><language>English</language></record></Cite></EndNote>�(Levin, 1993)�.  For example, some of the verbs participate in alternations involving postverbal “subjects”, such as there-insertion (e.g., There arrived a train at the station”) or locative inversion (e.g., Over the horizon disappeared a ship”).  For other verbs, the only object they allow is a cognate one (e.g., She slept a deep sleep”).


� The default parameters of Excel Solver were:  100 second Max Time, 100 Iterations, 0.000001 Precision, 5% Tolerance, and 0.0001 Convergence.


� Probabilities were converted linearly to fall between 0 and 1.


� This assumes that the hearer is willing to entertain argument structures beyond those which she may have stored in her lexicon.  For example, if the verb in the surface intransitive sentence is eat and the hearer only has one argument structure for this verb in her lexicon, namely eat(x,y) but not eat(x), then there is only one form-meaning pair to evaluate and the problem of interpretation of argument structure from a surface syntactic form is trivial.  However, some verbs could be argued to have more than one argument structure, such as the verb break which can appear with two arguments in the causative construction (e.g., “Jack broke the window”) or one argument in the inchoative construction (e.g., “The window broke”).  Given the existence of verbs that do have more than one argument structure, it would be reasonable for the learner/hearer to entertain all possible argument structures for a verb in attempting to interpret a sentence.


� For the sake of the current analysis, Max Arg Struc might better be characterized as a requirement rather than a violable constraint, since it is arguably not violated by the candidate outputs realizing the implicit object construction.  However, it may be worth considering it to be violable for cases such as the causative alternation; in the causative, a verb and its two arguments are mapped to a transitive sentence (e.g., “Jack broke the window”), and in the inchoative, the same verb but (arguably) with one argument are mapped to an intransitive sentence (e.g., “The window broke”).


� Although Sarah and her mother produced about the same rate of these problematic objects (Sarah produced 7% at the younger period and 10% at the older period, while her mother produced 6% at the younger period and 4% at the older period), the problem of non-listed objects was much greater for some verbs than for others.  For example, older Sarah’s total of 40 objects for the verb get included 13 (25%) non-listed objects, whereas her total of 29 objects for the verb want included 5 (15%) non-listed objects and her total of 19 objects for the verb make included 0 (0%) non-listed objects.  However, overall the number of non-listed objects was relatively small.


� It also allows the possibility, not explored in this dissertation, that Sarah is in a position to be able interpret the semantic content of her mother’s implicit objects since she shares with her mother the verbs’ selectional preferences and the cohesiveness of the objects the verbs select for.


� Parents were discouraged from being in the room during testing because the increased number of people made it difficult to keep the child focused on the task.  Furthermore, parents occasionally asked questions that were too specific or that attempted to lead the child to think of a particular object that the parent had in mind.  These trials were excluded from further analysis.


� The criterion of 0.50 was selected because it served to distinguish a small subset of verbs which differed in SPS between the children and the mothers; a lower criterion selected too great of a subset for this preliminary exploration.


� In fact, in response to questionining, the child sing-songed “it means a hug a hug a squeeze.”


� Again, the criterion of 0.50 was selected because it served to distinguish a small subset of verbs which differed in OS between children and mothers; a lower criterion selected too great of a subset for this preliminary investigation.


� Given the possibility that the overall set of argument classes that were represented by all of the objects in the children’s speech differs in breadth from the overall set of argument classes that were represented by the objects in the mothers’ speech, it is not necessarily the case that children’s verbs were less picky than their mothers’ verbs.  Rather, it is the ratio of children’s verbs’ selection of argument classes relative to their overall distribution in the children’s speech that was lower than the ratio of the mothers’ verbs’ selection of argument classes relative to their distribution in the mothers’ speech.


� Given that OS was calculated for pairs of objects independently, unlike for SPS, OS between the children and the mothers can be directly compared.  That is, it is the case that the similarity of children’s verbs’ objects was lower than the similarity of mothers’ verbs’ objects.


� Perfectivity was not analyzed in the current study for the following reasons.


	First, the criteria used in Chapter 2 (Linguistic Analysis) for the marking of imperfective / perfective aspect of a form of have plus the suffix -ed for perfective aspect and a form of be plus the suffix -ing for imperfective aspect, does not return many occurrences of imperfective or perfective aspect.  In fact, there is only one instance of a form of “have” plus the suffix -ed in the child-directed input in the corpora that were analyzed.


	One possibility is that the criteria for imperfective / perfective aspect could be relaxed such that perfective aspect is considered to have been marked given only the suffix -ed and imperfective aspects is considered to be indicated given only the suffix -ing is problematic, particularly for perfective aspect.  This corresponds to the approach generally taken in the literature, e.g., Olsen et al. � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Olsen</Author><Year>1998</Year><RecNum>358</RecNum><record><rec-number>358</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Olsen, Mari Broman</author><author>Weinberg, Amy</author><author>Lilly, Jeffrey P.</author><author>Drury, John E.</author></authors></contributors><titles><title>Acquiring grammatical aspect via lexical aspect:  The continuity hypothesis</title><secondary-title>University of Maryland Working Papers in Linguistics.  Presented at the Annual Meeting of the Linguistic Society of America, Jaunary 7-11, New York</secondary-title></titles><dates><year>1998</year><pub-dates><date>January 7-11</date></pub-dates></dates><urls></urls></record></Cite></EndNote>�(1998)� and Wagner � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Wagner</Author><Year>2001</Year><RecNum>160</RecNum><record><rec-number>160</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Wagner, Laura</author></authors></contributors><auth-address>Wagner, Laura, New York U, Dept of Psychology, 6 Washington Place, New York, NY, US, lmwagner@ling.upenn.edu</auth-address><titles><title>Aspectual influences on early tense comprehension</title><secondary-title>Journal of Child Language</secondary-title></titles><periodical><full-title>Journal of Child Language</full-title></periodical><pages>661-681</pages><volume>28</volume><number>3</number><keywords><keyword>Aspect First Hypothesis</keyword><keyword>verbal morphology</keyword><keyword>child language development</keyword><keyword>tense comprehension</keyword><keyword>Early Childhood Development</keyword><keyword>Language Development</keyword><keyword>Morphology (Language)</keyword><keyword>Verbal Comprehension</keyword></keywords><dates><year>2001</year></dates><publisher>Cambridge Univ Press</publisher><urls><related-urls><url>http://www.cup.org</url><url>lmwagner@ling.upenn.edu</url><url>http://search.epnet.com/login.aspx?direct=true&amp;db=psyh&amp;an=2002-00285-003 </url></related-urls><pdf-urls><url>Box:  Acquisition of Aspect</url></pdf-urls></urls></record></Cite></EndNote>�(2001)�.  However, this is particularly problematic for perfective aspect since the suffix -ed is confounded with tense marking.  For example, "John walked" unambiguously sets the event of walking in the past, it does not necessarily target the event coda.  While it may be that the preferred interpretation of "John walked" is that the event of walking was completed, this reading is cancelable, as in "John walked this morning.  In fact, he's still walking."  Olsen et al. � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Olsen</Author><Year>1998</Year><RecNum>358</RecNum><record><rec-number>358</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Olsen, Mari Broman</author><author>Weinberg, Amy</author><author>Lilly, Jeffrey P.</author><author>Drury, John E.</author></authors></contributors><titles><title>Acquiring grammatical aspect via lexical aspect:  The continuity hypothesis</title><secondary-title>University of Maryland Working Papers in Linguistics.  Presented at the Annual Meeting of the Linguistic Society of America, Jaunary 7-11, New York</secondary-title></titles><dates><year>1998</year><pub-dates><date>January 7-11</date></pub-dates></dates><urls></urls></record></Cite></EndNote>�(1998)� acknowledge this problem, but in their case, their goal is to analyze the distribution of such morphology in the children's use.  In contrast, the goal of the current analysis would require analyzing it as a possible contributing factor to the use of an implicit object.


	Finally, and perhaps most importantly, children under three years have been shown to distribute imperfective / perfective aspect in accordance with telicity in both production and comprehension � ADDIN EN.CITE <EndNote><Cite><Author>Weist</Author><Year>2002</Year><RecNum>164</RecNum><record><rec-number>164</rec-number><ref-type name='Book Section'>5</ref-type><contributors><authors><author>Weist, Richard M.</author></authors><secondary-authors><author>Salaberry, M. Rafael</author><author>Shirai, Yasuhiro</author></secondary-authors></contributors><titles><title>The first language acquisition of tense and aspect</title><secondary-title>The L2 acquisition of tense-aspect morphology</secondary-title><tertiary-title>Language acquisition &amp; language disorders, v. 27</tertiary-title></titles><pages>vi, 487 p.</pages><keywords><keyword>Second language acquisition</keyword><keyword>Grammar, Comparative and general Tense</keyword><keyword>Grammar, Comparative and general Aspect</keyword><keyword>Grammar, Comparative and general Morphology</keyword></keywords><dates><year>2002</year></dates><pub-location>Amsterdam ; Philadelphia</pub-location><publisher>J. Benjamins Pub.</publisher><isbn>1588112179&#xD;9027224951 (Eur.)</isbn><call-num>Eisenhower D-Level Blue Labels P118.2.L17 2002</call-num><urls><pdf-urls><url>Binder:  Aspect Reading Group</url></pdf-urls></urls></record></Cite><Cite><Author>Weist</Author><Year>1984</Year><RecNum>361</RecNum><record><rec-number>361</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Weist, Richard M.</author><author>Wysocka, H.</author><author>Witkowska-Stadnik, K.</author></authors></contributors><titles><title>The defective tense hypothesis:  On the emergence of tense and aspect in child Polish</title><secondary-title>Journal of Child Language</secondary-title></titles><periodical><full-title>Journal of Child Language</full-title></periodical><pages>347-374</pages><volume>11</volume><dates><year>1984</year></dates><urls></urls></record></Cite><Cite><Author>Wagner</Author><Year>2001</Year><RecNum>160</RecNum><record><rec-number>160</rec-number><ref-type name='Journal Article'>17</ref-type><contributors><authors><author>Wagner, Laura</author></authors></contributors><auth-address>Wagner, Laura, New York U, Dept of Psychology, 6 Washington Place, New York, NY, US, lmwagner@ling.upenn.edu</auth-address><titles><title>Aspectual influences on early tense comprehension</title><secondary-title>Journal of Child Language</secondary-title></titles><periodical><full-title>Journal of Child Language</full-title></periodical><pages>661-681</pages><volume>28</volume><number>3</number><keywords><keyword>Aspect First Hypothesis</keyword><keyword>verbal morphology</keyword><keyword>child language development</keyword><keyword>tense comprehension</keyword><keyword>Early Childhood Development</keyword><keyword>Language Development</keyword><keyword>Morphology (Language)</keyword><keyword>Verbal Comprehension</keyword></keywords><dates><year>2001</year></dates><publisher>Cambridge Univ Press</publisher><urls><related-urls><url>http://www.cup.org</url><url>lmwagner@ling.upenn.edu</url><url>http://search.epnet.com/login.aspx?direct=true&amp;db=psyh&amp;an=2002-00285-003 </url></related-urls><pdf-urls><url>Box:  Acquisition of Aspect</url></pdf-urls></urls></record></Cite><Cite><Author>Olsen</Author><Year>1998</Year><RecNum>358</RecNum><record><rec-number>358</rec-number><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Olsen, Mari Broman</author><author>Weinberg, Amy</author><author>Lilly, Jeffrey P.</author><author>Drury, John E.</author></authors></contributors><titles><title>Acquiring grammatical aspect via lexical aspect:  The continuity hypothesis</title><secondary-title>University of Maryland Working Papers in Linguistics.  Presented at the Annual Meeting of the Linguistic Society of America, Jaunary 7-11, New York</secondary-title></titles><dates><year>1998</year><pub-dates><date>January 7-11</date></pub-dates></dates><urls></urls></record></Cite></EndNote>�(Olsen et al., 1998; Wagner, 2001; Weist, 2002; Weist et al., 1984)�.  Thus, rather than assessing the relationship between imperfective / perfective aspect and the use of implicit objects, what may actually be being indirectly assessed is the relationship between telic / atelic aspect and implicit objects.


� The problem of frequency is not solved by using a logistic regression, only reduced.  It is still possible that a particular verb may allow an implicit object, but in the particular sample of speech analyzed it only ever appeared with definite objects which are required to be overt.


� This conversation was taken from file 38, lines 512 through 526.  Sarah’s age was 35.8 months and her MLU was 2.314.


� Instances of indefinite noun phrases such as “a toy” (as opposed to a definite noun phrase such as “the toy”) were not included in this category of indefinite overt objects because by naming the object category (“toy”), the referent is more specific and no longer a candidate for object omission.


� This conversation was taken from file 24, lines 254 through 258.  Sarah’s age was 32.1 months and her MLU was 1.882.


� A logistic regression predicts the log odds that the dependent variable is equal to 1, with the odds of an event defined as the ratio of the probability that an event occurs to the probability that it fails to occur.  (Log odds are used because, unlike probabilities which range from 0 to 1, log odds range from -( to +( and as such, the coefficients from a logistic regression equation can be interpreted in the same way as a linear regression equation in that they indicate the change (in log odds) of the response relative to the predictor variable.)  The log odds can then be converted to probabilities and graphed in order to examine the nature of the relationship between the predictor variable and the dependent variable.  (Note that if the log odds are linearly related to the predictor variable, then the relationship between the predictor variable and the dependent variable is nonlinear, having the form of an S-shaped curve ranging between 0 and 1.)


� There were only 30 verbs analyzed in Sarah’s and her mother’s spontaneous speech, 14 Telic and 16 Atelic.  Neither Sarah nor her mother used all 30 verbs in a given age period, further reducing the total number of verbs that could be analyzed with regard to the relationship between indefinite implicit objects and Telicity.  Thus a chi-square analysis could not be performed because the expected cell sizes were less than five.


� Whether the directional (down the hill) should be considered a third argument is irrelevant for the current example.
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