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Likelihood Function

e We will now derive the likelihood function for a Gaussian VAR(p), conditional on initial

observations o, . .., Y—p+1:

Yy =P+ Pryi—1 + ...+ Py + (1)

e The likelihood function can be used for both Bayesian and frequentist inference.

e The density of y; conditional on y;_1, y;_o, . . . and the coefficient matrices @y, 1, ..., 2

is of the form

_ _ 1
ply Y™ @, %) o [T 2 exp { - 5(% — Oy —Pyy g — . = Oy,

xY Ny — Py — Py — ... — cbpytp)} (2)
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Likelihood Function

e Define the (np + 1) x 1 vector x; as

v =Ly 1, Yyl
e Moreover, define the matrixes
- v _ _ 7 _
Y = , X = , O =Dy, 0y, D)
Yr 7

e The conditional density of y; can be written in more compact notation as

1
p(y| Y7, 0, %) oc |87 exp {—§(y£ — 5, 0)S(y; — xéq))’}

To manipulate the density we will use some matrix algebra facts.
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Likelihood Function

e Facts:
(i) Let @ be an x 1 vector, B be a symmetric positive definite n x n matrix, and tr

the trace operator that sums the diagonal elements of a matrix. Then
a'Ba = tr[Bad/|
(ii) Let A and B be two n X n matrices, then

trlA+ B] = tr|A] + tr|B|
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Likelihood Function

e In a first step, we will replace the inner product in the expression for the conditional

density by the trace of the outer product
1
Pl 0.5 o[£ e { <0l - a0y - o) | @)

e In the second step, we will take the product of the conditional densities of v, ..., yr

to obtain the joint density. Let Y, be a vector with initial observations

T
p(Y]®,5,Yy) = [[pwlY"™" Yo, ®,%)

t=1
\

Z — 2,0 (y, — z,®)] ¢

x |27 exp

wlv—\

Vs

Z Y — 2;9) (y; — 7, P) }

s
x |27 exp {
5

L\DIH l\3|l—\

x |2 expd —=tr[2HY — XO)(Y — ch)]} (5)
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Likelihood Function

e Define the “OLS” estimator

o= (X'X)IX'Y
and the sum of squared OLS residual matrix

S=(Y -Xd/Y - X)

e [t can be verified that

Y = XO)(Y = XP) =S+ (d— d)X'X (D — D)

e This leads to the following representation of the likelihood function

1

p(Y D, %, Yy) o |27 T2 exp {—§tr[215]} exp {—%tr[Zl(Cb — )Y X'X (D — é)]}

(9)
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Likelihood Function

o Let 3 = vec(®) and 3 = vec(d). It can be verified that

A

SO — Y X'X(® — D) = (8- pY[E@ (X'X)HB-5)  (10)
e and the likelihood function has the alternative representation

(8- BYIE® (X'X) (6 - B)}
1)

1 1
p(Y|®, 5, Yp) o[£~ exp {_5”[2151} exp {‘5



