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\textbf{ABSTRACT}

Children are adept at learning their language’s speech-sound categories, but just how these categories function in their developing lexicon has not been mapped out in detail. Here, we addressed whether, in a language-guided looking procedure, 2-year-olds would respond to a mispronunciation of the voicing of the initial consonant of a newly learned word. First, to provide a baseline of mature native-speaker performance, adults were taught a new word under training conditions of low prosodic variability. In a second experiment, 24- and 30-month-olds were taught a new word under training conditions of high or low prosodic variability. Children and adults showed evidence of learning the taught word. Adults’ target looking was reduced when the novel word was realized at test with a change in the voicing of the initial consonant, but children did not show any such decrement in target fixation. For both children and adults, most learners did not treat the phonologically distinct variant as a different word. Acoustic-phonetic variability during teaching did not have consistent effects. Thus, under conditions of intensive short-term training, 24- and 30-month-olds did not differentiate a newly learned word from a variant differing only in consonant voicing. High task complexity during training could explain why mispronunciation detection was weaker here than in some prior studies.

\textbf{1. Introduction}

The present study investigates the degree to which 2-year-olds’ learning and recognition of novel words is guided by their knowledge of native-language phonological categories. The notion of phonological categories is central to psycholinguistic accounts of word recognition and word learning. A language’s phonology, including its set of contrastive categories, provides standards that determine which phonetic sequences “count” as the same word and which are distinct. These standards may be described in terms of phonological contrasts; thus, the English words \textit{push} and \textit{bush} count as different words because English contrasts the categories /p/ and /b/. Because different languages use different contrasting categories, the categories must be learned. Infants make substantial progress in learning these categories in the first year of life, as demonstrated by a reduction in discrimination for some nonnative contrasts and improvement in discrimination of native contrasts (Bosch & Sebastián-Gallés 2003; Polka & Werker 1994; Werker & Tjos 1984; see Swingley 2022 for a review).

Although infants demonstrate precocious learning of native sound contrasts, this knowledge does not always seem to be applied in early word learning (see Creel & Quam 2015 for discussion). This conclusion comes from research that has addressed two questions: (i) does children’s knowledge of
words include enough phonetic information to differentiate words that are (or could be) phonologically distinct in their language?; and (ii) under what conditions do children take phonologically relevant distinctions (and not other phonetic differences) as relevant to lexical contrast? As we will review, although children represent familiar words with sufficient phonetic detail for making phonological distinctions among words, they do not consistently interpret phonological variation as dictating lexical differentiation.

Toddlers’ use of their phonological knowledge in the service of word learning has been probed using several different experimental tasks, all of which have revealed a mixture of successes and failures. These tasks, reviewed in the section on “Task Difficulty or Complexity in Word-Learning Tasks,” include teaching two phonologically similar words and testing learning (e.g., Stager & Werker 1997); teaching one or more words and probing a difference in recognition performance between the taught pronunciation and a deviant one (e.g., Ballem & Plunkett 2005); and teaching a novel word that is phonologically similar to a familiar word (e.g., Swingley & Aslin 2007). Based on the results of studies such as these, we cannot be confident that very young children “translate” the speech signal into language-specific categories (consonants, vowels, tones, etc.) and base their lexical categorization of novel words on a strict phonological comparison of familiar and unfamiliar sequences.

A gap between children’s knowledge of native-language sound categories and their use of these same categories in word-learning tasks could indicate a failure to encode novel word representations in full phonological detail. Or it could be an issue not of representation but of failure to demonstrate phonological knowledge under the specific demands of the task, either because the cognitive demands of the task prevent it or because children have not yet grasped the relationship between phonetic variation and lexical variation (Werker & Curtin 2005). Comparison of toddlers’ learning and differentiation of similar-sounding words across experiments can help disentangle representation-level explanations from performance-level explanations. As we will see, the degree to which children’s behavior aligns with predictions based on categorical phonological comparison of speech sounds depends on a number of factors: word familiarity, task difficulty or complexity, acoustic-phonetic variability during training, number of phonetic features mispronounced, and discourse context. Here, we briefly review these factors and then present a study evaluating the potential impact of acoustic-phonetic variability on children’s sensitivity to consonantal variation in pronunciation.

2. Word familiarity

Many prior studies of early phonological knowledge have employed highly frequent words as test stimuli to maximize the likelihood that most infants will have had sufficient exposure to them. Highly frequent words may present a “best-case scenario” on the plausible hypothesis that fidelity in phonological representations is a function of exposure frequency. Infants’ representations of at least some familiar words are phonologically intact by 11 months (Hallé & de Boysson-Bardies 1996; but see Bergelson & Swingley 2018; Segal, Keren-Portnoy & Vihman 2020; Swingley 2005). The available evidence suggests that toddlers encode highly familiar, early acquired words like ball or dog with substantial fidelity to the canonical phonological form. Much of this evidence comes from studies in which children are presented with pictures on a display, one of which is picked out by an utterance like “Which one is the ball?” Children’s eye movements to the named picture are monitored. Typically, from about 12 months onward, children look at the named object less when the target word (ball) is spoken with a deviant pronunciation (“gall,” “bool”) than when it is spoken canonically. This pattern has been taken as evidence that by the second year, children encode at least some familiar words in a phonologically accurate way (e.g., Mani & Plunkett 2007; Swingley 2009; Swingley & Aslin 2000; White & Morgan 2008).

Words with which young children have less experience may be lacking in phonological specificity. To evaluate this, researchers have controlled exposure frequency by teaching children invented words with which they presumably have no prior experience. This part of the empirical literature is more
3. Task difficulty or complexity in word-learning tasks

Evaluating children’s knowledge of newly learned words in a behavioral task necessarily requires an effective word-teaching method and a means for testing the learning that has taken place. When studies push the limits of children’s capacities, it is not always predictable which task features will most effectively allow children to display their knowledge. With this in mind, Stager & Werker (1997) developed the “Switch” habituation method, intending to minimize extraneous demands. In this method’s most common implementation, children are exposed to minimally distinct words (like *bin* and *din*) and then tested on their reaction to switched word-object mappings. Detecting the switch (as revealed in longer looking times) requires that children encode the difference between the words. In the standard version of this procedure, it is not until 17 months that toddlers learn and differentiate novel minimal pairs differing in their consonants (Werker et al. 2002). Again, this contrasts with evidence of phonological specificity in at least some familiar words by 11 months (Halle & de Boysson-Bardies 1996). Reducing task demands or clarifying the referential nature of the task can enable successful learning at 14 months (Fennell & Waxman 2010; Fennell 2012; Thiessen 2007). The latter set of studies have led to a more generous interpretation of 14-month-olds’ skill in rapid learning of minimal pairs than was implied by the original Stager & Werker experiments. The success of 17-month-olds in the Switch procedure is consistent with work from Nazzi’s lab showing, in 20-month-olds, an ability to explicitly group together two objects that have been named with the same word, excluding an object that was named with a consonantly varied form of that word (e.g., Nazzi & New 2007).

Compared with the Switch method, the language-guided looking (or “looking while listening”) procedure, employed in the present study, has sometimes been argued to have lower task demands (e.g., see Ballem & Plunkett 2005; Yoshida et al. 2009). Rather than having to dishabituate to a single object, children look back and forth at a pair of pictures, one of which is named in a sentence. When familiar words are tested, children typically gaze at the named target for a greater proportion of time than the distracter. When the target word is pronounced in a phonologically noncanonical manner, this usually reduces gaze proportions to the target picture (e.g., Swingley & Aslin 2000). Pronunciation changes generally only cause this gaze reduction when the change signals a different phonological category in the test language (e.g., Ramon-Casas et al. 2009).

Preference-looking studies testing newly taught words have revealed less consistent effects of altered pronunciation on recognition than for familiar words. Mani & Plunkett (2008) showed that changes to the vowel of a newly taught monosyllabic word, like “mott” to “mitt,” reduced target-object fixation in 14- and 18-month-old children. However, Ballem & Plunkett (2005) did not find significant effects of changing an initial consonant, like “vope” to “zope,” in 14-month-olds, though there was a trend in the expected direction in one of the two testing blocks.

Swingley (2007) taught 18- to 20-month-old Dutch learners a novel word and probed their sensitivity to a single-feature consonantal substitution (for one stimulus, “droekel” mispronounced as “troekel”), as well as a more substantial change (e.g., “droekel” as “toekel”). Toddlers who were given 14 exposures to the sound form of the word before being explicitly taught what the word meant then looked at the named object less upon hearing the one-feature mispronunciation than the trained one; children who were given only eight such exposures did not show this effect. Children in both training groups were sensitive to the larger phonological changes.

The fact that children recognize a deviation from the normal pronunciation of a word by, for example, looking less at the target object does not imply that children therefore conceive of the altered form as a novel word to which a meaning should be attached. Swingley & Aslin (2007) attempted to teach 19-month-olds a phonological neighbor of a highly familiar word like *dog* (such as *tog*), as
a name for a novel toy, and consistently failed. Swingley (2016) reported similar results in 2.5-year-olds. Eighteen-month-olds did succeed in this task if the novel object label resembled a word of a different syntactic class (like “tiv,” which resembles “give”; Dautriche, Swingley & Christophe 2015), suggesting that by this age, toddlers’ representations of phonological distinctions might be intact, under some conditions, but their willingness to interpret phonological distinctions lexically under conditions of lexical competition hinges on something like plausibility considerations (see Dautriche et al. 2018; Swingley 2016).

Although no studies have parametrically explored many of the variations in the word-teaching methods employed in studies of this sort, it seems reasonable to imagine that several aspects of the training method matter. Ballem & Plunkett (2005) and Mani & Plunkett (2008) used a quite simple familiarization in which the object was shown alone on the screen and ostensively labeled, much like the typical Switch training phase but with a fixed number of repetitions. By contrast, Swingley (2007) and Quam & Swingley (2010) employed a more elaborate training sequence involving a simple story with multiple characters and a (thin) plot line. The Dautriche, Swingley & Christophe (2015) study fell in between, teaching words using a video of a talking person handling and naming novel toys. These variations reflect researchers’ interest in creating procedures that, while brief, have a plausible connection to word-learning experience outside the lab and yet that do not present more information than children can handle. Considerations of this sort provide a reason to not rely wholly on relatively artificial procedures like the Switch procedure in evaluating phonological aspects of word learning. It is possible that the successful behavior of longer looking on Switch trials could, in some circumstances, be a result of teaching children to make a phonological distinction that they otherwise would not have made based on their knowledge of the native language, as shown by Yeung, Chen & Werker (2013). In defense of the habituation procedure, though, such training effects may be limited (e.g., Dietrich, Swingley & Werker 2007).

4. Acoustic-phonetic training variability

One training aspect that has been investigated in some detail is the degree of phonetic variability present in the speech stimuli used to teach a word. In this literature, variability is considered “irrelevant” if it does not affect the sequence of consonants, vowels, tones, etc., that make up the novel word. For example, single-talker versus multiple-talker training has been considered or training exemplars that are either consistent or inconsistent in their pitch pattern (in a nontonal language). The latter type of variability is explored in the present study.

Acoustic-phonetic variability can inhibit or facilitate learning and processing of sounds and words, depending on factors like learners’ perceptual skills and the complexity and nature of the task (see Quam & Creel 2021, for a review). Toddlers’ word learning can be facilitated by acoustic-phonetic training variability. Rost & McMurray (2009, 2010; replicated by Quam, Knight & Gerken 2017, and Höhle et al. 2020) taught 14-month-olds words using the Switch method. Children were habituated to 18 different male or female voices, rather than the single female talker used previously (Stager & Werker, 1997). Children hearing multiple talkers successfully learned minimal pairs, whereas in the standard one-talker task 14-month-olds typically fail. A similar facilitation effect has been demonstrated for stimuli spoken by a single talker instructed to produce words with varying pitch patterns and durations (Galle, Apfelbaum & McMurray 2015).

Apfelbaum & McMurray (2011) proposed an associative model to account for facilitation from acoustic-phonetic variability for minimal-pair learning at 14 months. In the model, across exemplars, variability on particular acoustic dimensions reduces cue weights between those dimensions and visual objects, while stable, relevant dimensions of contrast build up stronger cue weights. A similar model, WRAPSA (Jusczyk 1993), is also exemplar-based and also incorporates cue weights. This model suggests that contrastive dimensions gain stronger cue weights as experience with the native language accumulates. Finally, facilitation from acoustic-phonetic variability is also expected under the PRIMIR framework (Werker & Curtin 2005), which argues that 14-month-olds do not yet process words phonemically but instead process and store word forms as holistic exemplars.
This holistic-exemplar view of early lexical representation is consistent with a range of studies showing that infants are affected by changes to phonologically irrelevant differences between a trained form and a test form in recognition-based preferential-listening studies. At around 8 months, matching of a familiarized form and a test form can be disrupted by changes to affect (e.g., Singh, Morgan & White 2004) or pitch (Singh, White & Morgan 2008; see also Houston & Jusczyk 2000). This makes sense if infants’ word-form matching is not dominated by phonological sequences. The fact that infants in these procedures become more successful at generalizing over phonetic variation by 10 months is also consistent with a developmental trend toward more adult-like phonological interpretation (e.g., Singh et al. 2008).

That said the impact of noncriterial acoustic-phonetic variation never disappears entirely. For example, adults’ word identifications show decrements when a talker’s voice changes between familiarization and test (Goldinger 1996; see also Goldinger 1998). Several studies have indicated that adults’ learning can be affected by noncriterial variability. As with children, studies with adults have shown both positive (e.g., Barcroft & Summers 2005; Sadakata & McQueen 2013) and negative (Mullenix & Pisoni 1990) effects of variability, with inhibitory effects being more likely for learners with weaker perceptual skills (Antoniou & Wong 2016; Perrachione et al. 2011; Sadakata & McQueen 2014).

The picture that emerges then is that variation introduced in training sometimes helps infants isolate the criterial phonological features, leading to greater generalization over nonphonological variation (Singh 2008; see also Houston & Jusczyk 2003); whereas variation imposed between training and test may impair recognition. These considerations motivated us to compare lower- and higher-variability training conditions in the present study.

5. Phonetic features and the context of the task

Intuitively, a phonological deviation might be expected to have behavioral consequences proportional to the degree of deviation. For example, target-picture looking in a language-guided looking procedure might decline by some proportion for a single-feature mispronunciation, and by some larger proportion for a two-feature mispronunciation. This expectation has been met in some studies, and not others. For example, Bailey & Plunkett (2002), Swingley & Aslin (2002), and Zesiger et al. (2012) found little sign of an effect of featural distance (e.g., “tug” for “dog” hindered recognition just as much as “mog” for “dog”). Similarly, Swingley (2003) found no difference between a change from one common consonant to another and a change from that common consonant to a very rare one. On the other hand, several studies have found that learners are more likely to detect a mispronunciation if it mismatches the trained word form to a greater extent. White & Morgan (2008) found that 19-month-olds’ sensitivity to mispronunciations that mismatched familiar words was graded by phonological distance. The effects of mispronunciations of words like shoe by one feature (place of articulation: “foo”), two features (place and voicing: “voo”), or three features (place, voicing, and manner: “goo”) were larger for greater numbers of features changed. Even a one-feature mispronunciation of a familiar word reduced fixations to the target picture, but only a three-feature mispronunciation led to a (nonsignificant) tendency toward greater fixation of the distracter object than the target (but see Mani & Plunkett 2011, who found gradient sensitivity to acoustic size of vowel mispronunciations—not to number of features—only by 24 months). Similar effects have been found in studies of 22-month-olds tested on familiar words spoken by a child talker (Bernier & White 2019; Experiment 2), 30-month-olds tested on familiar words using eye-gaze and pupillometry (Tamási et al. 2019; see also Tamási et al. 2017), and adults tested on newly learned words (White et al. 2013).

In some cases, differences in outcomes can be traced to differences in testing methods. White et al. have presented children with one familiar object and one novel object, perhaps facilitating the interpretation that the mispronounced word was in fact a label for the novel object, whereas Swingley and colleagues have presented children with two familiar objects, making such an interpretation less likely (indeed, restricting the likelihood of such an interpretation was part of the
motivation for Swingley & Aslin’s 2002 experimental design). A difficulty with this account is that toddlers are resistant to interpreting minimal pairs of familiar words as new words, as reviewed previously (e.g., Swingley & Aslin 2007). Still, the use of an unfamiliar versus familiar distracter word might account for the effect or noneffect of featural difference counts. When a mispronunciation leads to reduced activation of the lexical item corresponding to the fixated target image, and children therefore look away, if the alternative image they land on is a familiar object, they know immediately that it is not a plausible candidate referent and can speedily shift back to the target. If the alternative image is a novel object, they face greater uncertainty. Thus, they might linger on that object longer, perhaps in proportion to their confidence that the initially fixated picture was not a referent of the spoken word (based partly on the number of features mispronounced). The conclusions that children come to in a given instance may well depend on their developmental stage and on the particulars of the discourse context, though it is important to note that even adults are sometimes willing to accept a variant as a version of the original word versus treating it as a novel word form (e.g., White et al. 2013).

Although this account of the role of the novel distracter is speculative, in the present work our testing trials employed a novel distracter image rather than a familiar one, partly on the grounds that this procedure might be more sensitive to effects of stimulus variation. Indeed, children’s apparent resistance to considering a variant of a familiar word as a new word entirely might be attenuated or eliminated when the “familiar” word has just been learned moments before and thus may exert less of a pull in interpretation. Quam & Swingley (2010) found evidence of this in a study of 30-month-olds, described more fully later, in which many children hearing a deviant pronunciation of a newly taught word actually looked more at the distracter than the target, suggesting a novel-word interpretation of the phonologically distinct word.

6. The present study

The experiments presented here continue a line of experimentation exploring the distinction between lexically contrastive variation in words (like substitutions of consonants or vowels) and salient but noncontrastive variation. The first of these experiments (Quam & Swingley 2010) taught 30-month-olds a novel word, always presented during teaching with a single prominent pitch contour, and then tested recognition of this word (displayed alongside a familiarized, but unnamed, distractor object) spoken with the familiar pronunciation, a variant pronunciation with a quite different pitch contour, or a variant pronunciation with a different vowel (/a/ rather than /i/). Children’s recognition of the word spoken with the substituted vowel was significantly impaired, while their recognition of the word spoken with an alternative pitch contour was not impaired at all. This suggested that children had created a representation of the new word that abstracted away from some of its phonetic attributes (namely, those tied to pitch contour), while still being attentive to lexically significant phonological variation.

Given this result, here we employed the same word-teaching procedure to evaluate lexical representations in younger children using a different kind of contrast. We tested sensitivity to a single-feature, word-initial consonantal substitution in 19-, 24-, and 30-month-olds’ recognition of a newly taught word. Rather than manipulate pitch contour as a potentially (ungrammatically) lexically contrastive feature, we manipulated the variability of the pitch contours with which the word was presented in teaching to evaluate the possibility that sensitivity to consonantal changes might be affected by acoustic-phonetic variability.

We tested 30-month-olds to compare children’s performance at this age when given the present consonantal contrast versus a vowel contrast (Quam & Swingley 2010). We also tested 19- and 24-month-olds because, having expected that 30-month-olds would differentiate “deebo” and “teebo,” we wanted to examine possible developmental changes in this response. We originally predicted that children would learn words and detect one-feature mispronunciations as early as 19 months. However, 19-month-olds showed inconsistent word learning, suggesting that the narrated story we
used for word teaching might have been too complex, given other procedures’ success in word teaching using simpler teaching methods at 1.5 years (e.g., Ballem & Plunkett 2005; Mani & Plunkett 2008). Thus, here we focus on the work with 24- and 30-month-olds, presenting the 19-month-olds’ results in the Supplemental Materials.

In Experiment 1, we tested 18 adults to confirm the expected developmental end point. In Experiment 2, we tested sixty-four 2-year-olds (at 24 and 30 months) in a similar task. Again, as in prior studies (Ballem & Plunkett 2005; Mani & Plunkett 2008; Quam & Swingley 2010; Swingley 2007), we expected that children’s recognition of the newly taught object labels would be hindered by the mispronunciation. The discourse context we used—specifically, use of a novel distractor object—could boost attention to the mispronunciation, by offering a plausible potential referent for the variant pronunciation. Nevertheless, as in Swingley (2016), we expected that the majority of children would not treat the consonantal change as indicating another word, which would also be consistent with children’s responses to a vowel change (Quam & Swingley 2010).

7. Experiment 1

In Experiment 1, we tested adults with the same method used by Quam and Swingley (2010; Experiment 1). Adults were included to establish the developmental end point for interpretation of a subtle, one-feature consonant contrast in the particular teaching context used here, to which children’s responses in Experiment 2 can be compared. Inclusion of adults also enabled comparison with Experiment 1 of Quam & Swingley (2010). In that study, all adults detected a vowel mispronunciation, while 75% of them interpreted the divergent word form as a label for the distractor object. Here, we can compare adults’ responses to consonantal changes to responses to vowel changes in the prior study.

7.1. Method

7.1.1. Participants

Eighteen adults (12 female, six male), all native English speakers, were included in the analysis. Participants were recruited at the University of Pennsylvania, in Philadelphia, Pennsylvania, USA, and most were undergraduate students. Trials were only included as usable if the participant fixated the pictures for at least 20 frames during the analysis window, out of a possible 55. For all 18 participants, the number of usable trials in each condition was at least half of the total number of trials (at least three of five in mispronunciation trials and at least four of eight in correct-pronunciation trials), so no participants were excluded.

7.1.2. Apparatus and procedure

The method was nearly identical to the one used by Quam & Swingley (2010). A fuller account of the experimental procedure and the visual and auditory stimuli from the word-teaching phase are detailed in Quam & Swingley (2010; Figures 1–3). The task lasted approximately 20 minutes. Adults were taught a novel word, “deeb,” in a narrated, animated story. The word was always pronounced with a consistent pitch contour: either a rise-fall contour or a low-falling contour. The word was taught first in a storybook-like narration in which a monkey tried to recruit playmates to play with two toys: a red knobby toy and a purple disk toy. One of the two toys was labeled the “deeb” 10 times during the animation and 12 more times during an ostensive-labeling phase in which the object was presented alone on the screen. In both these phases, a second novel object was present equally often but was never labeled. All visual stimuli were identical to those used by Quam & Swingley (2010).

In the test phase, adults (unlike children in the subsequent experiment) were tested with two types of mispronunciations: a consonant change and a pitch change. In each test trial, the two novel objects from the story appeared on the screen, and participants heard a question (like “Where’s the [target]?”) containing the original word or a version with either the initial consonant or the pitch contour altered.
Participants’ eye movements in response to the question were measured. Adults saw, intermixed, eight correct-pronunciation (CP) trials, five consonant-mispronunciation (consonant-MP) trials, and five pitch-MP trials. Interspersed across the ostensive-labeling and test phases, they also saw 69 filler (familiar-word) trials (only eight of which were coded for eye gaze; the remainder were included to conceal the goals of the study from adults).

Because our primary focus here is on interpretation of consonant changes, a complete analysis of responses to pitch MPs is reported in supplemental materials (Experiment S1). Briefly, pitch MPs did not impact adults’ responses. This result indicates that, to some extent, adults’ representation of the word’s sound forms was abstracted away from the phonetics of the experienced instances. In our interpretation, the pitch features were attributed to the utterances and not to the novel word (Quam & Swingley 2010).

After the fixation trials were complete, participants were given a questionnaire asking about their recollections of the study and their interpretation of the novel word. The questionnaire assessed conscious awareness of the consonant and pitch MPs. It also asked participants whether they had interpreted each variant pronunciation as a label for the distracter object or instead as merely a mispronunciation of “deebo.”

7.1.3. Auditory stimuli
Auditory stimuli for the word-teaching phase were identical to those used by Quam & Swingley (2010). The taught word was *deebo*. Correct-pronunciation test sentences were those employed in Quam & Swingley (2010). Consonant-MP versions of these sentences were informally matched in their acoustic properties to the CP versions and were recorded in the same recording sessions by the same speaker. The MP sentences were “Where’s the *teebo*?” and “Which one is the *teebo*?,” each recorded with rise-fall and low-fall pitch contours, as shown in Figure 1. The pitch pattern in the test phase was the same one each participant had heard in the training phase (rise-fall or low falling). Table A1 in the appendix reports duration, maximum pitch, and mean pitch of each CP and consonant-MP word token (refer to rows labeled Variability: Low).

7.1.4. Data preparation
Eye movements were coded off-line, frame by frame, following the procedure reported by Quam & Swingley (2010), using the SuperCoder software program (Hollich 2005), with 33-millisecond resolution. For statistical analyses, we averaged fixation proportions over the time window 200–2,000 ms after noun onset (e.g., Swingley 2009, Quam & Swingley 2010). Over that time window, we calculated the proportion of target looking: on each trial, the number of frames the participant looked at the deebo object divided by total looking to either picture. Trials with fewer than 20 usable frames (out of the 55 total frames between 200–2,000 ms) were excluded from analysis. We also addressed the possibility that picture preferences might affect target looking by repeating the analyses using preference-corrected fixation proportions, subtracting the target-fixation proportion during the
one second prior to noun onset from the target-fixation proportion during the main analysis window (200–2,000 ms). Although imperfect, this method has often been used in prior studies and is repeated here for comparability with other studies.

### 7.2. Results and discussion

For analysis, raw target-fixation proportions over trials were averaged by participant and trial type (CP, consonant-MP, pitch-MP). Figure 2 displays raw *deebo*-fixation proportions in CP, consonant-MP, and pitch-MP trials, and Table 1 reports means for CP and consonant-MP trials (means and analyses for pitch-MP trials are reported in Supplemental Materials, Experiment S1). To confirm that adults had learned the word, we first compared their target-fixation proportions to chance (50%) in correct-pronunciation (CP) trials, using a two-tailed, one-sample *t*-test. Adults’ *deebo* fixation in CP

![Figure 2](image-url)  
*Figure 2. Adults’ fixation of the *deebo* object in each trial type. The horizontal line indicates chance fixation, or 50%. Adults’ fixation of the *deebo* object was impacted by the consonant misspronunciation ("MP_consonant"), indicated by *deebo* looking proportions that were not significantly above chance. Fixations were not impacted by the pitch-contour misspronunciation ("MP_contour"). Box plots indicate within-subject difference scores between CP and MP trials for each MP type.*

<table>
<thead>
<tr>
<th></th>
<th>Correct pronunciation</th>
<th>Consonant MP</th>
<th>% showing MP effect</th>
<th>% using ME strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>24 months</strong></td>
<td>65.5% (16.2%)</td>
<td>69.9% (14.3%)</td>
<td>43.8% (14/32)</td>
<td>6.3% (2/32)</td>
</tr>
<tr>
<td><strong>30 months</strong></td>
<td>66.8% (17.7%)</td>
<td>69.3% (17.2%)</td>
<td>40.6% (13/32)</td>
<td>15.6% (5/32)</td>
</tr>
<tr>
<td><strong>Children overall</strong></td>
<td>66.1% (16.9%)</td>
<td>69.6% (15.7%)</td>
<td>42.2% (27/64)</td>
<td>10.9% (7/64)</td>
</tr>
<tr>
<td><strong>Adults</strong></td>
<td>91.4% (9.8%)</td>
<td>61.8% (32.1%)</td>
<td>83.3% (15/18)</td>
<td>33.3% (6/18)</td>
</tr>
</tbody>
</table>
trials was significantly above chance ($M = 91.4\%, SD = 9.8\%$), $t(17) = 17.96$, $p < .001$. We next evaluated whether the consonant change significantly affected adults’ fixation of the *deebbo*. In response to the consonant change, adults’ *deebbo* fixation was not significantly different from chance ($M = 61.8\%, SD = 32.1\%$), $t(17) = 1.56$, $p = .14$. Preference-corrected difference scores showed the same patterns, being significantly above chance ($0\%$) in CP trials ($M = 36.9\%, SD = 12.8\%$), $t(17) = 12.27$, $p < .001$, but not consonant-change trials ($M = 3.0\%, SD = 36.2\%$), $t(17) = 0.35$, $p = .73$.

A repeated-measures ANOVA on raw target fixations, with Trial Type (CP, consonant-MP) as the within-subjects predictor, revealed a significant effect of Trial Type, $F(1,17) = 21.76$, $p < .001$, indicating that adults looked significantly less at the *deebbo* object in response to the consonant MP than the CP (*mean decrease = 29.7\%*). This decrement was shown (numerically) by 15/18 participants (83\%), binomial $p = .008$. However, only 6/18 adults (33\%) fixated the *deebbo* less than 50\% of the time in consonant-MP trials. This indicates that most adults did not use a mutual-exclusivity strategy to map the word “teebo” onto the distracter object (Markman & Wachtel 1988; in contrast to Quam & Swingley 2010).

We also conducted an analogous ANOVA on preference-corrected target fixations, which showed a similar effect of Trial Type, $F(1,17) = 15.00$, $p = .001$ (mean decrease in consonant-MP trials = 33.9\%, again shown by 15/18 participants). In consonant-MP trials, only 7/18 adults (39\%) fixated the target less during the analysis window than they had during the preview time window, confirming that the majority of adults did not interpret “teebo” as a label for the distracter object.

An additional ANOVA on raw target fixations evaluated the robustness of the effect of Trial Type to differences in the Trained Pitch Contour (rise-fall vs. low fall), which picture was used as the *Deebo Object* (“red knobs” or “purple disk”), or First MP to be presented in the test (consonant or pitch). The inclusion of these additional variables did not meaningfully change the main effect of Trial Type, $F(1,10) = 17.41$, $p = .002$, and there were no significant effects of or interactions with other variables.

In questionnaire responses, 16/18 adults (89\%) spontaneously reported noticing the consonant change. The remaining two participants remembered it after prompting. In contrast to our prior study using the same method, in which 17/24 adults (71\%) reported that they had learned two words differing only in their vowel, here, only 5/18 participants (28\%) reported having learned two words differing only in their consonant; another three (13\%) reported some confusion as to whether they had learned one word or two. The remaining 10 participants (56\%) only reported learning one word (“deebbo”).

To summarize, gaze and questionnaire data converged to indicate that English-speaking adults showed robust word learning and that most adults were affected by the consonant MP in their looking behavior and reported having noticed the consonant change. However, only 33\% of adults mapped the word “teebo” onto the distracter object, in contrast to a previous experiment with adults (Quam & Swingley 2010) in which 75\% of adults were reported to do so for a vowel-changed word.

### 8. Experiment 2

Experiment 2 tested 24- and 30-month-olds in a similar experimental task, but with two child-friendly modifications to the test phase (described in the “Apparatus” and “Procedure” sections). These changes resulted in the experiment lasting less than 10 minutes. Roughly half of children were tested in a low-variability condition similar to that of Experiment 1. For the other children, increased acoustic-phonetic variability (in pitch) was introduced in the training phase. Given prior findings that increased acoustic-phonetic variability in training can aid in minimal-pair differentiation (Rost & McMurray 2009, 2010) and in the formation of more robust and generalizable word-form categories (Singh, 2008), we predicted that introducing pitch variability in the training phase might lead to more detailed encoding of phonologically relevant dimensions of the target word (Apfelbaum & McMurray 2011) and therefore better detection of subtle consonant mispronunciations.
As stated, we initially recruited children at three ages, 19, 24, and 30 months, in the low-variability condition used with adults, to facilitate drawing a continuous developmental picture of consonant interpretation in newly learned words. However, 19-month-olds did not consistently show robust word learning. Only one of two groups of 19-month-olds trained with low variability showed above-chance recognition of the novel word, when correctly pronounced, in test. Thus, only 24- and 30-month-olds were recruited for the high-variability condition, and we report results with just these two ages here. Results from 19-month-olds (including a group tested with pitch mispronunciations) can be found in Supplemental Materials, Experiment S3.

8.1. Method

8.1.1. Participants

All caregivers reported that children were learning English as their native and dominant language. Sixty-four children were included in the study. A majority of children had no or negligible exposure to languages other than English. Seven of the 64 children (11%), while still strongly dominant in English, had moderate exposure to other languages: Spanish (3), Mandarin (1), Cantonese (1), both Bulgarian and German (1), and both Dutch and Bahasa Indonesian (1). Thirty-two children were included at 24 months: 15 in the low-variability condition (four female, 11 male) and 17 in the high-variability condition (six female, 11 male). They were between the ages of 22 months, 24 days and 26 months, 11 days (M = 24 months, 22 days, SD = 28 days). Their mean productive vocabulary was 334 words (SD = 148 words; vocabulary data not collected for one participant). Thirty-two children were included at 30 months: 16 in the low-variability condition (six female, 10 male) and 16 in the high-variability condition (four female, 12 male). They were between the ages of 28 months, 15 days and 33 months, 24 days (M = 30 months, 13 days, SD = 1 month, 5 days). Their mean productive vocabulary was 435 words (SD = 201 words; vocabulary data not collected for one participant).

Twenty-eight more children participated but were excluded (nine from the 24-month group, 19 from the 30-month group) for fussiness, inattentiveness, or not completing enough usable trials (15), equipment failure or experimenter error (9), parent-reported speech delay (2), age outside of range on the date of testing (1), and parental interference (1). Several additional children were screened from the sample for significant exposure to languages other than English. Trials were only included as usable if the child fixated the pictures for at least 20 frames during the analysis window, out of the 50 total frames between 367–2,000 ms. As in Experiment 1, the number of usable trials in each condition was required to be at least half of the total number of trials (at least four of eight trials in each condition).

The number of 30-month-olds excluded due to fussiness, inattentiveness, or having insufficient usable trials was over three times as large in the high-variability condition (n = 7) as in the low-variability condition (n = 2); the number did not differ across variability conditions at 24 months (n = 3 for each). A higher rate of exclusions due to fussiness in a higher-variability (or otherwise more complex) training condition has also been reported for 14-month-olds in a Switch word-learning task (Quam, Knight & Gerken 2017) and for 7.5-month-olds in a sound-discrimination task (Quam et al. 2020).

8.1.2. Apparatus and procedure

For children in the low-variability condition, the experiment was nearly identical to the one used with adults in Experiment 1 (and the high-variability condition differed only in the auditory stimuli used in the training—see the following). Two modifications were implemented to shorten the task for children. First, each child was tested in only two test-trial conditions (CP and consonant-MP) rather than three, to maximize the number of trials presented in each condition. Second, children saw only eight filler (familiar-word) trials, instead of the 69 presented to adults. In the test phase, children saw, intermixed, eight filler (familiar-word) trials, eight CP trials, and eight consonant-MP trials.
Questionnaires were not administered to children. In three out of four groups (30-month-olds tested with both low and high variability, and 24-month-olds tested with high variability) children were asked to point to and name objects at the end of the experiment (as in Quam & Swingley 2010). Where available, pointing and naming data are reported in Supplemental Materials, Experiment S2.

8.1.3. Auditory stimuli

Auditory stimuli for the test phase were identical to those of Experiment 1 (other than the two modifications described previously). The pitch pattern in the test phase (rise-fall or low falling) was counterbalanced across participants. For children in the low-variability condition, auditory stimuli in the training phase were identical to those of Experiment 1.

For the training phase of the high-variability condition, a new set of recordings was produced by the same speaker, in the same recording environment, about four years after recording the original, low-variability recordings from Quam & Swingley (2010). The speaker listened to the original stimuli immediately prior to the recording sessions and imitated the speech rate, mean pitch of the carrier phrases, and other features of the original recordings as closely as possible. The same sentence frames were used as in Experiment 1, but, across the training, the word *deebo* was pronounced with four different intonation contours. Examples of each contour, taken from the ostensive-labeling portion of the training, are depicted in Figure 3. Two of these were the rise-fall and low-falling contours used in Experiment 1 (where each participant was trained with one or the other contour). The other two were a high-falling contour and a rising contour. Each of these contours was presented five to six times throughout the training phase. Because rising contours have a fairly restricted intonational meaning in English, typically conveying questions or uncertainty, the rising contour was presented only in felicitous pragmatic contexts (e.g., “I don’t want to play with that. A deebo? No way.”). Table A1

![Waveforms and spectrograms with overlaid pitch tracks for the four intonation contours used in the high-variability training. All training sentences were pronounced with the correct consonant. The sentences depicted are “Look at the deebo” with a rise-fall contour (a), low-fall contour (b), and high-fall contour (c), and “See that? The deebo?” with a rising contour (d). Vertical lines depict word boundaries.](image-url)
reports duration, maximum pitch, and mean pitch of each high-variability training token (refer to rows labeled Variability: High; the grand mean for each acoustic measurement across tokens of all four intonation contours is shown in bold, italicized font in row 7).

8.2. Results and discussion

Target-fixation proportions were calculated over the time window 367–2,000 ms after noun onset. The time window typically used with toddlers begins slightly later than the time window typically used with adults, to compensate for children’s slower response times (Fernald et al. 1998; Swingley & Aslin 2000; Quam & Swingley 2010). Target-fixation proportions were averaged over all trials with each pronunciation (CP or consonant-MP). We also addressed the possibility that children’s picture preferences might influence their target looking by repeating the analyses using preference-corrected fixation proportions, subtracting the target-fixation proportion during the one second prior to noun onset from the target-fixation proportion during the main analysis window (367–2,000 ms).

Overall, children recognized the target word quite well when it was correctly pronounced ($M = 66.1\%, SD = 16.9\%$)—in fact, not significantly worse than they recognized familiar filler items ($M = 71.2\%, SD = 9.9\%$), paired $t(63) = 1.98, p = .052$. To determine whether children of each age had learned the word, we first compared their target fixation to chance (50%) in CP trials, using a two-tailed, one-sample $t$ test. Figure 4 displays deebo-fixation proportions in CP and MP trials. For 24-month-olds across both variability conditions, children’s deebo fixation in CP trials was significantly above chance ($M = 65.5\%, SD = 16.2\%$), $t(31) = 5.39, p < .001$, as was their deebo fixation in consonant-MP trials ($M = 69.9\%, SD = 14.3\%$), $t(31) = 7.89, p < .001$. Preference-corrected difference scores showed the same patterns and were significantly above chance (0%) in CP trials ($M = 12.8\%, SD = 15.3\%$), $t(31) = 4.70, p < .001$, as well as consonant-MP trials ($M = 15.8\%, SD = 15.4\%$), $t(31) = 5.80, p < .001$.

For 30-month-olds, children’s deebo fixation in CP trials was significantly above chance ($M = 66.8\%, SD = 17.7\%$), $t(31) = 5.36, p < .001$, as was their deebo fixation in consonant-MP trials ($M = 69.3\%, SD = 17.2\%$) $t(31) = 6.35, p < .001$. Preference-corrected difference scores showed the same patterns, being significantly above chance (0%) in CP trials ($M = 13.2\%, SD = 19.3\%$), $t(31) = 3.87, p < .001$, as well as consonant-MP trials ($M = 15.6\%, SD = 19.2\%$), $t(31) = 4.58, p < .001$.

As seven of the 64 children in the sample (11%), while strongly dominant in English, had moderate exposure to other languages, we confirmed that these patterns held when these children were temporarily removed from the sample. Across both age groups, children’s deebo fixation was again significantly above chance in both CP trials ($M = 65.6\%, SD = 17.5\%$), $t(56) = 6.73, p < .001$, and consonant-MP trials ($M = 69.4\%, SD = 16.2\%$), $t(56) = 9.03, p < .001$. The seven children with moderate other-language exposure also showed above-chance target fixation in CP trials ($M = 70.5\%, SD = 10.4\%$, $t(6) = 5.23, p = .002$) and MP trials ($M = 71.7\%, SD = 11.5\%$, $t(6) = 4.99, p = .002$).

A repeated-measures ANOVA with Trial Type (CP, MP) as the within-subjects predictor and between-subjects predictors Variability Condition (low variability, high variability) and Age (24 months, 30 months) revealed no significant effects. Children showed no differences in deebo fixation between CP and MP trials, and there were no effects of age or of variability condition ($F_s < 3, ps > .1$). Only 27/64 children (42%) looked less at the deebo object when the consonant of the word was mispronounced than when it was correctly pronounced. Only 7/64 children (11%) fixated the deebo less than 50% of the time when the consonant was mispronounced, suggesting children generally did not use a mutual-exclusivity strategy to map the variant word onto the distractor object (Markman & Wachtel 1988; Quam & Swingley 2010).

We conducted an analogous ANOVA on preference-corrected target fixations, which also showed no significant effects. The effect of variability condition again did not reach the threshold for statistical significance, $F(1,60) = 3.20, p = .08$. There was a numerical trend for higher overall preference-corrected target fixations in the high-variability condition ($M = 17.2\%, SD = 13.4\%$) than in the low-variability condition ($M = 11.3\%, SD = 12.3\%$), but this was not modulated by trial type (CP vs. MP).
In consonant-MP trials, only 12/64 children (19%) fixated the target less during the analysis window than they had during the preview time window, confirming that, like adults, the majority of children did not interpret “teebo” as a label for the distracter object.

Further analysis of raw target fixations revealed a number of interactions having to do with the pitch contour used in the test phase or which specific object was the referent of the novel word. None of these revealed conditions under which children exhibited lower target fixation upon hearing a mispronunciation. First, an additional ANOVA checked for potential effects of Pitch in Test (rise-fall vs. low fall) or Deebo Object (“red knobs” or “purple disk”). The main effect of Variability Condition again did not reach the threshold for statistical significance, $F(1,48) = 3.60, p = .064$, despite a numerical trend for higher overall target fixation in the high-variability condition ($M = 70.5\%, SD = 15.1\%$) than the low-variability condition ($M = 65.1\%, SD = 12.4\%$), which was not modulated by trial type (CP vs. MP). There was a significant effect of Deebo Object, $F(1,48) = 7.67, p = .008$, where children taught that the *deebo* was the “red knobs” object showed overall higher target fixation ($M = 71.9\%, SD = 11.6\%$) than those taught the “purple disk” ($M = 63.3\%, SD = 15.2\%$).

**Figure 4.** Children’s fixation of the *deebo* object in each trial type and variability condition. Top: 24-month-old participants’ fixation of the target object (the *deebo*) in response to the correct pronunciation (“CP”) and the consonant mispronunciation (“MP”) after high-variability training (left) or low-variability training (right). Bottom: 30-month-olds. The horizontal line indicates chance fixation, or 50%. Box plots indicate within-subject difference scores between CP and MP trials.
There was a significant three-way interaction of Age by Variability Condition by Pitch in Test, $F(1,48) = 8.63, p = .005$. To investigate the interaction, we conducted $t$-tests for each combination of Age and Pitch in Test separately, Bonferroni correcting for the four comparisons. For 30-month-olds tested with the rise-fall contour, there was a significant overall advantage (not modulated by trial type) for the high-variability training ($M = 79.9\%$, $SD = 14.0\%$) over the low-variability training ($M = 61.8\%$, $SD = 10.8\%$), $t(14) = 2.88$, $p = .012$ (which met the Bonferroni-corrected $p$ value threshold of .0125). None of the other three groups differed, all $t < 2$, all $p > .1$.

In sum, in the language-guided looking procedure in which 30-month-olds had previously been shown to robustly learn a word, 24- and 30-month-olds again learned the novel word. However, unlike 30-month-olds who previously attended to vowel changes (Quam & Swingley 2010), here, 24- and 30-month-olds showed less phonologically constrained responses, showing no evidence of impaired recognition performance given an altered consonant. Only 42% of children looked less at the *deebo* object in response to the consonant MP, in contrast to 83% reported to do so in response to a vowel MP (Quam & Swingley 2010). Only 11% of children seemed to interpret the variant word form as an entirely new word, compared with 46% reported to do so when the word varied in its vowel (Quam & Swingley 2010).

9. General discussion

Learning the phonology of a language requires developing intuitions about how to handle phonetic variation. A word realized in a phonetically deviant manner that nonetheless respects the word’s phonological requirements should give rise to a different set of hypotheses than a word realized in a deviant manner that fails to meet that word’s phonological commitments. Here, we investigated toddlers’ and adults’ interpretations of phonological variation via a teaching procedure incorporating 22 presentations of a novel word across a simple story and ostensive labeling. Phonetically, the word was always realized in a hyperarticulated way, usually with prominent prosodic highlighting. The word was produced with either low prosodic variability or, for roughly half of children, high variability.

Recognition of the word was tested immediately after training. Toddlers learned the novel word robustly. However, their recognition of the novel word was not measurably impaired by a change to the initial consonant’s voicing, whether the word was taught with high or low intonational variability. Evidence for developmental change from 24 to 30 months was scant. Only adults learned the word robustly and showed phonologically constrained responses, treating consonant changes as relevant. Only a third of adults treated the word form with the deviant consonant as a novel word, even though an unnamed novel object was available as a potential referent. This response was still rarer for 2-year-olds.

Although this study represents just one point in a space of training situations (characterized by intensive, short-term exposure and immediate test), it may nevertheless provide information about the conditions under which toddlers can apply their phonological knowledge to novel-word learning. Teaching and testing materials were presented in a stereotypically infant-directed, hyperarticulated style. Toddlers in many studies have shown decrements in picture fixation when familiar words were mispronounced in this register (sometimes with this very same change, from /d/ to /t/). Considering these prior findings, it is unlikely that the absence of an effect of the voicing change here indicates a failure of immediate perception, in training or test, of the phonological distinction itself but rather the challenge of applying the distinction at the word level.

These results differ from the findings of Quam & Swingley (2010), who tested children and adults using teaching stimuli identical to those used in the present experiment. In that study, adults were significantly more inclined to interpret a vocalic change in pronunciation as a novel word (18/24; 75%) than for the consonant change here (6/18; 33%), chi-sq. 5.69, $df = 1$, $p = 0.017$. Children also showed less sensitivity to the consonant change. In Quam & Swingley (2010), 20/24 children (83%) responded to the vowel mispronunciation, fixating the taught object less upon hearing *dahbo* than *deebo*; 11/24 children (45%) showed a potential mutual-exclusivity response, fixating the taught object less than
50% upon hearing the vocalic change. Here, the analogous proportions were only 42% fixating the taught object less in response to the consonant mispronunciation and 11% showing a potential mutual-exclusivity response.

Continued orientation to the familiar object in the face of a subtle mispronunciation is consistent with prior findings with children (Swingley & Aslin 2000, 2002; White & Morgan 2008). Still, the contrast between the present results and the greater sensitivity to a vowel mispronunciation (Quam & Swingley, 2010) is perhaps surprising. Across the two studies, the participants were sampled from the same population and the materials and procedures were the same except for the nature of the mispronunciation. Thus, the contrast between the two studies presents a counterexample to the more typical result, found in studies of children under two years, in which consonants are treated as more significant in determining lexical identity than vowels are (Nazzi & Cutler 2019; though the stronger role for consonants is not as consistently found in English-learning toddlers as in adults). It is possible that this is due to the fact that the spoken words were substantially hyperarticulated, with long, drawn-out vowels. It is easier to emphasize a vowel in this way than to emphasize a consonant. On the other hand, prior studies that have tested both vowel and consonant alterations have not found a difference (Swingley & Aslin 2000; see Von Holzen & Bergmann 2021 for a review).

Another relevant factor may be that the consonant mispronunciation involved a change to only one feature (voicing), whereas the vowel mispronunciation changed two features (tongue height and frontness). Although we would not expect phonetic feature counts to predict interpretation exactly, a priori one would consider [d] to [t] to be a more minimal phonological change than [i] to [a]. As noted, prior research confronting children with a familiar object and a novel object and mispronouncing the name of the familiar object has revealed larger decrements to target fixation for more extreme phonological deviations. We may therefore be observing additive effects of using a relatively subtle phonological change (relative to the [i–a] contrast), and testing a novel word (rather than the familiar words tested more commonly).

The insensitivity toddlers showed to a one-feature consonant mispronunciation in the present study must also be reconciled with prior findings of sensitivity to similar consonant mispronunciations in Dutch-learning 19-month-olds (Swingley 2007), as well as a trend in English-learning 14-month-olds (Ballem & Plunkett 2005). In the Swingley (2007) study, children were taught a word (tiebie, /tibi/, or droekel, /drukəl/) and tested on small mispronunciations (/kibi/, /trukəl/) or larger ones (e.g., /kribi/). Children who had heard the word preexposed prior to its being mapped to meaning were sensitive to both large and small mispronunciations, whereas children not given the preexposure only detected large mispronunciations. The total number of exposures to the target word was equivalent in the present study (22 total: 10 in the story, 12 in the labeling phase) and in the preexposure condition of the prior study (also 22 total: 14 in the story, eight in the labeling phase) where 19-month-olds successfully detected comparable mispronunciations. Swingley (2007) did not pair word forms with visual referents during the story phase, instead waiting until the labeling phase to do so. It is possible that preexposure to the word form, before the introduction of meaning, reduced the task difficulty and allowed children to focus on the sounds of the word and encode them in more detail (though an opposite prediction could potentially have been made, given evidence that pairing word forms with objects can help infants differentiate minimal pairs; Yeung & Werker 2009).

Ballem & Plunkett (2005) used a substantially simpler training method than the one used here and found that 14-month-olds in the second of two training blocks, but not the first, learned words, performing above chance in fixating the named target when it was pronounced as it had been trained. In that second block, children did not perform above chance upon hearing a mispronunciation, although the difference between CP and MP performance was not itself statistically significant. Differences in task complexity and in number of exposures might account for the discrepancy in results. Our novel distracter object was frequently presented in the training phase (but never labeled), and it is possible that the inclusion of this second object during training also increased the task difficulty.
Our results with adults have a parallel in a study by White et al. (2013), who also included single-feature voicing mispronunciations of newly learned words (in Experiment 1). White et al. found that adults’ sensitivity to mispronunciations was modulated by both the number of exposures to words and the number of features mispronounced (1 vs. 2). The effect of number of features is similar to our finding that although all adults detected mispronunciations, their likelihood of mapping the mispronounced form onto the distracter was lower for a one-feature consonant mispronunciation than for a two-feature vowel mispronunciation (Quam & Swingley 2010). White et al. argued that, while adults have mature knowledge of the phonological content of words, the application of this knowledge during recognition of newly learned words can be obscured by competition between similar-sounding words (see also Magnuson et al. 2003).

Prior work has indicated that consistent prosodic content, as in our low-variability condition, can mask infants’ detection of consonant changes (Singh 2008) and toddlers’ ability to differentiate consonant-differentiated minimal pairs (Rost & McMurray 2009). Nevertheless, we found only minimal effects of incorporating intonational variability into training stimuli. The introduction of variability marginally increased overall looking times, but it did not result in better detection of consonant mispronunciations. Although we found null effects of variability and of its interaction with trial type, this does not necessarily mean variability has no impact on encoding of details of novel words at these ages. Given findings that incorporating acoustic-phonetic variability into familiarization aids word recognition at 7.5 months (e.g., Singh 2008), and that 14-month-olds differentiate similar-sounding words better when habituated with acoustic-phonetic variability (e.g., Rost & McMurray 2009), we anticipated that we might find more robust learning with greater variability. However, not all prior studies have shown facilitation from training variability (see Quam & Creel 2021, for an overview). For example, Quam & Swingley (2021, in prep. 2022) found that 18-month-olds’ word learning in the Switch task was not affected by the introduction of irrelevant acoustic-phonetic variability (vowel for pitch-contrasted words or pitch for vowel-contrasted words).

Models that predict (or are consistent with) facilitation from acoustic-phonetic variability, such as PRIMIR (Werker & Curtin 2005), WRAPSA (Jusczyk 1993), and Apfelbaum & McMurray’s (2011) associative model, all conceptualize infants and younger toddlers (e.g., 14-month-olds) as relatively more unconstrained by native phonology than our 24- and 30-month-olds. In WRAPSA and in Apfelbaum & McMurray’s associative model, increasing experience with the native language leads to heavier weighting of contrastive dimensions; in PRIMIR, by 17 months, children are argued to process words phonemically. Thus, it could be that by 24 and 30 months, children are less likely to benefit from facilitation from acoustic-phonetic variability, though this is not to say that such effects ever disappear entirely, as they sometimes appear in adult native speakers (e.g., Barcroft & Sommers 2005).

An essential skill for word learning is the ability to recognize a word across changes in the speaker’s voice, the intonation pattern, duration, sentence position, and even mildly deviant pronunciations, if they are caused by inadvertent mispronunciations or dialect differences (see Quam & Creel 2021 for discussion). The language-guided looking method we used here is sensitive enough to detect a hindrance in word recognition when the spoken word fails to match the listener’s phonological representation, even when the word is interpreted as “close enough” to indicate the familiar lexical item (Ramon-Casas et al. 2009; Swingley 2016; Swingley & Aslin 2000; White & Morgan 2008). The present results indicate that well into the second year, children do not always respond to phonologically relevant changes in newly learned words. Children’s developing vocabularies are composed of some words with which children have massive long-term experience, some words just barely making their way into the vocabulary, and many words in between. Studies of children’s “best” words, and of words children have just been taught (possibly their “worst” words), show a range in the quality of children’s phonological representations, indicated by the reliability with which children detect phonologically relevant mispronunciations. A challenge for future work is to develop a means for evaluating children’s knowledge of the words in the middle.
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## Appendix

Table A1. Acoustics of the teaching and test words. Means (and standard deviations) for duration in seconds, pitch maximum (max) in Hz, and pitch mean in Hz, are given for word tokens with each pitch contour from the low-variability and high-variability teaching conditions and the test phase (always low variability). Row 7 (in **bold and italics**) reports the grand mean across all high-variability teaching tokens.

<table>
<thead>
<tr>
<th>Variability</th>
<th>Phase</th>
<th>Word</th>
<th>Pitch</th>
<th>Duration (SD)</th>
<th>Pitch max (SD)</th>
<th>Pitch mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Teaching</td>
<td>Deebo</td>
<td>Rise-fall</td>
<td>1.245 (0.076)</td>
<td>587.7 (56.2)</td>
<td>284.8 (15.5)</td>
</tr>
<tr>
<td>Low</td>
<td>Teaching</td>
<td>Deebo</td>
<td>Low fall</td>
<td>1.370 (0.121)</td>
<td>264.1 (11.7)</td>
<td>215.1 (6.8)</td>
</tr>
<tr>
<td>High</td>
<td>Teaching</td>
<td>Deebo</td>
<td>Rise-fall</td>
<td>1.257 (0.133)</td>
<td>601.0 (51.8)</td>
<td>273.0 (15.0)</td>
</tr>
<tr>
<td>High</td>
<td>Teaching</td>
<td>Deebo</td>
<td>Low fall</td>
<td>1.358 (0.149)</td>
<td>261.4 (16.0)</td>
<td>210.9 (10.9)</td>
</tr>
<tr>
<td>High</td>
<td>Teaching</td>
<td>Deebo</td>
<td>High fall</td>
<td>1.376 (0.103)</td>
<td>676.0 (32.7)</td>
<td>381.0 (18.5)</td>
</tr>
<tr>
<td>High</td>
<td>Teaching</td>
<td>Deebo</td>
<td>Rising</td>
<td>1.271 (0.039)</td>
<td>458.4 (18.3)</td>
<td>289.6 (15.3)</td>
</tr>
<tr>
<td><strong>High</strong></td>
<td>Teaching</td>
<td>Deebo</td>
<td>Variable</td>
<td><strong>1.318</strong> (0.120)</td>
<td><strong>501.3</strong> (169.0)</td>
<td><strong>288.6</strong> (65.6)</td>
</tr>
<tr>
<td>Low</td>
<td>Test</td>
<td>Deebo</td>
<td>Rise-fall</td>
<td>1.321 (0.038)</td>
<td>673.4 (26.3)</td>
<td>300.1 (2.7)</td>
</tr>
<tr>
<td>Low</td>
<td>Test</td>
<td>Deebo</td>
<td>Low fall</td>
<td>1.292 (0.077)</td>
<td>283.9 (2.9)</td>
<td>232.7 (9.1)</td>
</tr>
<tr>
<td>Low</td>
<td>Test</td>
<td>Teebo</td>
<td>Rise-fall</td>
<td>1.284 (0.048)</td>
<td>647.9 (47.0)</td>
<td>294.7 (12.8)</td>
</tr>
<tr>
<td>Low</td>
<td>Test</td>
<td>Teebo</td>
<td>Low fall</td>
<td>1.379 (0.032)</td>
<td>435.2 (24.0)</td>
<td>237.6 (2.0)</td>
</tr>
</tbody>
</table>