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Abstract

In this thesis I consider various aspects of string theory compactifications,
especially for nontrivial internal manifolds.

The first part is dedicated to the application of K–theory to the study of
D–branes. It is the generalized cohomology theory which classifies the possi-
ble charges on a given spacetime. A natural question is whether there is any
difference between K–theory and the usual description via (de Rahm) coho-
mology/homology. For this I present a Calabi–Yau manifold which illustrates
this difference.

Instead of compactifying on a complicated smooth manifold one can also
consider orbifolds of simple manifolds to get interesting compactifications.
These are described by equivariant K–theory. To be able to compare this
with the physical prediction I calculate all KOZ2(Rp,q). Furthermore one
can consider orientifolds, which suggests the definition of new K–theories. I
investigate simple properties of these.

In the second part I present compactifications on G2 and Spin(7) mani-
folds and their description as Gepner models. The SCFT and the geometric
description disagree. An explanation for this phenomenon is offered.
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Abstract

In dieser Arbeit beschreibe ich verschiedene Aspekte der Kompaktifizierung
der String Theorie, insbesondere auf nichttrivialen Mannigfaltigkeiten.

Im ersten Teil betrachte ich K–Theorie und ihre Anwendung in der Un-
tersuchung von D–Branen. Es handelt sich um eine verallgemeinerte Koho-
mologietheorie welche die möglichen Ladungen für eine gegebene Raumzeit-
mannigfaltigkeit klassifiziert. Eine natürliche Fragestellung ist inwiefern sich
diese Beschreibung von der üblichen mit (de Rahm) Kohomologie/Homologie
unterscheidet. Hierzu gebe ich eine Calabi–Yau Mannigfaltigkeit an die den
Unterschied illustriert.

Anstatt der Kompaktifizierung auf einer komplizierten glatten Mannig-
faltigkeit kann man auch Orbifolds von einfachen Mannigfaltigkeiten stu-
dieren um interessante Kompaktifizierungen zu erhalten. Dies wird mit
äquivarianter K–Theorie beschrieben. Um dies mit physikalischen vorher-
sagen zu vergleichen berechne ich alle KOZ2(Rp,q). Darüberhinaus kann
man Orientifolds betrachten, diese führen auf die Definition von neuen K–
Theorien. Ich beschreibe einfache Eigenschaften dieser Theorien.

Im zweiten Teil präsentiere ich Kompaktifizierungen auf G2 und Spin(7)
Mannigfaltigkeiten und ihre Beschreibung als Gepner Modelle. Die SCFT
und die geometrische Beschreibung unterscheiden sich, und ich gebe eine Er-
klärung für dieses Phänomen.

Sclagwörter:
D–Branen, K–Theorie, Gepner Modelle, Exeptionelle Holonomie
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Part I

K–theory and D–branes
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Chapter 1

Introduction

1.1 Superstring theory

String theory is currently the best candidate for a unified theory of gravity
and all fundamental interactions. Now originally this was considered to be
the quantum theory of a string (a one dimensional object) moving through
spacetime, with interactions coming from splitting and joining strings (see
figure 1.1). However today we know from dualities that string theory not only

Time

Space

Space

Figure 1.1: String propagating through spacetime

contains the 2 dimensional string worldsheets, but various extended objects
of different dimensions. Unfortunately we are still unable to quantize the full
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theory (with all extended objects) from first principles, but rather rely on
investigating how the strings interact with other objects.

Specifically I will be interested in D–branes, that is the boundary condi-
tions of open strings. So in this sense a D-p–brane is a fixed submanifold Z
(with p spacial and one time direction) of the spacetime X; The objects of
the string theory are then maps f : Σ → X (with Σ a Riemann surface with
boundary) such that f(∂Σ) ⊂ Z.

For concreteness consider Type IIB string theory in the presence of a
stack of n D–branes in a 10 dimensional spacetime X. This is a theory
of open and closed strings. The massless bosonic spectrum is in table 1.1.
Now we certainly want a nontrivial Riemannian manifold as spacetime, not

Origin Field Name Type

NS–NS sector Φ Dilaton scalar
Gµν Graviton symmetric 2 tensor
Bµν B–field 2-form

R–R sector C(0) 0-form
C(2) 2-form
C(4) 4-form
C(6) 6-form
C(8) 8-form

open string Aµ Gauge field on
the brane

u(n) valued 1-form

Table 1.1: Massless bosonic spectrum in IIB theory

just flat R10. So we demand that at least the metric Gµν has a nontrivial
background value. We also want nontrivial Aµ, then the obvious guess is to
allow Gµν 6= 0, Aµ 6= 0 and demand that all other fields vanish. Suppose you
are given such fields then one can consider string theory in this background.

There are various ways to investigate the string theory. Here I will con-
sider the nonlinear sigma model approach. This amounts to the following
action for a f ∈ Map(Σ, ∂Σ; X,Z) (for simplicity consider A = Aµdxµ scalar
valued):

S[f ] =

∫

Σ

d2V ol(G) +

∫

∂Σ

A + Sfermions

=

∫

Σ

d2V ol(G) +

∫

Σ

dA + Sfermions (1.1)

Here and in the following I will not distinguish between forms on X or the
brane Z and their pullback to the world sheet via the map f : Σ → X.
Moreover I will restrict myself for simplicity to the bosonic part of the action.
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The action in eq. 1.1 is invariant under A 7→ A + dΛ:

SA+dΛ[f ] = SA[f ] +

∫

Σ

d2Λ = SA[f ] (1.2)

so we identify A with a gauge field, that is a connection on a U(n) gauge
bundle.

So really D–branes are specified by

1. a submanifold Z ⊂ X.

2. a U(n) gauge bundle on Z.

When can one deform one set of D–branes into another? Obviously we expect
that “continuous deformation” (homotopy) preserves the basic properties of
the D–brane. However homotopy alone is not enough to classify physically
different D–branes, as we will see in the next sections.

D–branes and R–R charge

D–branes can be BPS solutions, that is partially preserve supersymmetry.
The prime example are two parallel D-p–branes (p odd for Type IIB) in flat
R10. As a consequence of the BPS property the setup is stable, that is there
is no force between the branes.

In string theory of course one has to calculate the force between the
branes by analyzing the amplitude for a string being exchanged between the
two branes, see figure 1.2. Now intuitively there has to be an attractive force
between the branes, since everything must gravitationally attract every other
object. So for the net force to be zero there must be another interaction that
cancels the gravitational force.

In the calculation of the amplitudes the graviton contributes as one of
the NS–NS sector modes. Their contribution is just canceled by the R–R
sector modes. So the D–branes must carry charges for the R–R sector fields,
and the repulsion of these charges is precisely what cancels the gravitational
attraction.

But if the D–brane is characterized by the property that it is the source
for the R–R sector fields then should not the different charges correspond to
the cohomology classes of the field strengths dC (p)? Certainly we should be
able to “deform” setups with the same quantum numbers (the same charges)
into another. This seems to be a very different picture of D–branes than
submanifolds + gauge bundles. These two seemingly different points of view
will be reconciled later by K–theory.
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Time

Space
Space

D–brane 1 D–brane 2

Figure 1.2: String exchange of two D–branes

1.2 Sen’s Conjecture

So we know that D–branes are objects with conserved quantum numbers
(R–R charges). The question is still what are all possible charges, and of
course without a fundamental description there cannot be a “proof” of what
the correct description is. However there is a nice description (see [55, 56])
that incorporates all the features above, and which will therefore the basis
for everything that follows:

Conjecture 1 (Sen). Every D-p–brane is the decay product of D9–, D9–
branes.

So we really only need to consider stacks of spacetime filling branes, this
automatically includes all lower dimensional branes as special field configu-
rations. The charges are then classified by

{
D–brane charges

}
xy1−1

{
stacks of D9–, D9

}/
pair creation & annihilation

(1.3)

1.3 D–branes and K–theory

What topological information is stored in a spacetime filling D–brane? Of
course it is the gauge bundle. In Type IIB string theory this means that
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the stack of D9– and D9 branes describes really two U(ni) gauge bundles.
Moreover there is a natural way to “add” gauge bundles, which corresponds
to adding another stack of D–branes. So pair creation is just the addition of
the same gauge bundle to the branes and antibranes and we find (see [64]):

{
D–brane charges

}
xy1−1

{
pairs of gauge bundles (E,F )

}/
(E,F ) ∼ (E ⊕ H,F ⊕ H)

(1.4)

To a U(n) gauge bundle we may associate a vector bundle and vice versa,
so instead of gauge bundles we could have talked about vector bundles ev-
erywhere. The addition of the gauge bundles is the Whitney sum of vector
bundles. For the reader’s benefit all those terms will be explained in the
following chapters, together with much machinery to actually compute the
K–groups for (hopefully) interesting spaces.
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Chapter 2

Vector Bundles

In this chapter I will introduce the notion of a vector bundle and describe
a few basic properties. All this material is well–known but included in an
attempt to give a self–contained presentation. I will focus on the real case
instead of starting with complex bundles because it allows to visualize simple
cases.

2.1 Real Vector Bundles

Suppose you are given a (topological) space X. Then a vector bundle on X
is a vector space over each point x ∈ X “varying continuously”. To make
this more precise we require that

• All the vector spaces fit together into the total space E.

• Locally (in a neighborhood x ∈ U ⊂ X) the bundle looks like U × Rn

for some n.

So with other words, a vector bundle on the base space X consists of the
total space E and a continuous map π : E → X such that the preimage of
a point x ∈ X (the fiber) is a vector space. Moreover for each point x ∈ X
there is a neighborhood x ∈ U ⊂ X such that π−1(U) ' U × Rn for some
n ∈ Z≥.

The fiber of E at the point x ∈ X is also denoted Ex, and its dimension
(which is constant if X is connected) is called the rank of E: dim(Ex) = rk(E)
. Since we will also consider complex vector bundles we will write rkR or rkC

if there is any doubt. A bundle E with rk(E) = 1 is also called a line bundle.
Finally we want to define what a map from one vector bundle E → X

to another F → X. This will give us a notion of “isomorphism”, that is

9
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when are two vector bundles the same. Of course maps have to preserve the
property that the fiber is a vector space. So we define a map f : E → F
(here E and F denote the bundle) as a continuous map of the total spaces
(by abuse of notation also denoted f : E → F ) that carries fibers into fibers
(f(Ex) ⊂ Fx) and is a linear map on the fibers:

f(λ1v1 + λ2v2) = λ1f(v1) + λ2f(v2) ∀ λ1, λ2 ∈ R, v1, v2 ∈ Ex (2.1)

The two bundles are isomorphic (denoted E ' F ) if f admits an inverse
map.

The simplest example is a vector space considered as a vector bundle over
a point. The isomorphism classes are simply labeled by the rank.

Another silly example is the bundle X×Rn over any space X. It is called
the trivial bundle.

Now the easiest nontrivial example is for the base space X = S1. Here
we have two different line bundles: The trivial line bundle S1 ×R → S1 and
the Möbius strip M → S1 (that is if you continue the transverse direction
of the strip indefinitely). Those two bundles are not isomorphic: Think of
the S1 being included in the total space of the bundle as the origin of each
fiber. Then M − S1 is connected and S1 × R − S1 × {0} is not, while an
isomorphism would preserve the connectedness.

Now one might think that the “double twisted” line bundle is again a new
line bundle since one cannot untwist it. But that is only a speciality of the
embedding into R3. The line bundle itself is trivial as you could either see
by embedding it into R4 or by the following construction: Cut the bundle at
one fiber, then rotate one end by 2π and glue the ends again. This operation
does not change the bundle but obviously turns the “double twisted” line
bundle into the trivial bundle (provided you rotate in the right direction).
The identification that you so get with S1 × R is an isomorphism.

Another inportant example is the tangent bundle of a smooth manifold
X, denoted TX: This is the vector bundle whose fiber is the tangent space
at a given point. For example TS1 = S1 × R (in fact S1, S3 and S7 are the
only spheres with trivial tangent bundle).

The Pullback

There is an important property of vector bundles with respect to continuous
maps of the base space. More precisely suppose that you are given a vector
bundle E → Y and a continuous map f : X → Y . Then you can form the
pullback bundle f ∗(E) over X where the fiber over x ∈ X is Ef(x). Note that
f ∗ is “the other way round”: it maps vector bundles on Y to those with base
X.
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S1 × R1

M → S1

S1 × R1

Figure 2.1: Vector bundles on S1

2.2 Transition functions

Here is another way to understand a vector bundle E → X of rank rk(E) = n.
Take the base space X and cover it with sufficiently small open sets Ui, such
that π−1(Ui) ' Ui × Rn. Now pick a local trivialization ϕi : π−1(Ui) →
Ui × Rn. Over any point x ∈ X the trivializations differ by a linear map of

the fiber, that is on each double overlap Uij
def
= Ui∩Uj there is a matrix–valued

function

gij : Uij → O(n) such that ϕj ◦ ϕ−1
i

(
x, v

)
=

(
x, gij(x)v

)
(2.2)

(In general the gij are GL(n, R) valued, but you can always choose the triv-
ialisations such that the gij are orthogonal)

But not any set of such functions gives rise to a vector bundle. Rather
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they have to “fit together” on multiple overlaps since going from one trivial-
ization to another must not depend on intermediate steps:

gij(x) = gji(x)−1 ∀ x ∈ Uij (2.3)

gik(x) = gij(x)gjk(x) ∀ x ∈ Uijk
def
= Ui ∩ Uj ∩ Uk (2.4)

In fact also the converse holds: a set of functions satisfying eqns 2.3, 2.4 are
the transition functions of some vector bundle.

Vector bundles on Spheres

So define

Vect(X) = {vector bundles on X}
/

' (2.5)

the isomorphism classes of vector bundles, and by Vectn(X) the isomorphism
classes of rank n ∈ Z≥.

As a special case consider X = Sd = D̊d
+ ∪ D̊d

−, the union of two open
disks overlapping in an annulus A = S1 × R around the equator. Now by
a homotopy you can make the annulus arbitrarily thin and therefore you
can assume that any transition function is constant in the perpendicular
direction of A. So really the transition function for a rank n vector bundle
is ϕ± : S1 → O(n).

Moreover since a vector bundle on the disk alone is always trivial all
vector bundles on Sd come from such a ϕ±. Of course homotopic ϕ± yields
the same vector bundle; Therefore

Vectn(Sd) = πd−1

(
O(n)

)
(2.6)

For example Vect1(S
1) = π0(O(1)) = Z2 (as sets), so Vect1(S

1) has two
elements. Those are precisely the trivial line bundle and the “Möbius strip”
line bundle from figure 2.1.

2.3 Whitney Sum

From what we saw so far we can define the set of isomorphism classes of
vector bundles. The purpose of this section is to define an operation on
the vector bundles that will give this set a semigroup structure, that is an
associative binary operation.

The Whitney sum E ⊕ F of two vector bundles E → X, F → X is the
vector bundle over X with fiber (E⊕F )x = Ex⊕Fx ∀x ∈ X. What does that
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mean in terms of transition functions? Well let gij be transition functions
describing E and hij describing F . Then

(g ⊕ h)ij =

(
gij

hij

)
∈ O

(
rk(E) + rk(F )

)
(2.7)

satisfies again the requirements for a transition function and so defines E⊕F .
It is obviously associative. Then Vect(X) is a semigroup via

+ : Vect(X) × Vect(X) → Vect(X), [E] + [F ] = [E ⊕ F ] (2.8)

Moreover exchanging the two summands in E ⊕ F is an isomorphism (the
isomorphism is just the permutation matrix acting pointwise on the fiber
(E ⊕ F )x), so Vect(X) is an abelian semigroup.

As a trivial example let E = X × Rn and F = X × Rm then E ⊕ F =
X × Rn+m. So as a semigroup Vect({pt}) = Z≥. Because of this we simply
write n for the trivial rank n bundle.

A more interesting example is the following: Remember the “Möbius
strip” bundle M → S1, see figure 2.1. We have M ⊕ M = S1 × R2, the
rank two trivial bundle. How can one see that? Think of the two Möbius
strips overlaid in one picture, the second rotated by π (such that the two
fiber directions are everywhere perpendicular in R3). Then the sum M ⊕M
is the bundle over S1 with fiber the R2 perpendicular to the S1 ⊂ R3. But
there is a different family of bases for the fibers that does not “wind around”
if you follow the S1, for example take the radial and a fixed axial directon
of the circle. The map between the two bases is an isomorphism between
M ⊕ M and S1 × R2.

Nowhere vanishing Sections

A section of a vector bundle E → X is continuously varying choice of vector
from each fiber. So with other words it is a map s : X → E such that
π ◦ s = idX . For example a vector field is a section of the tangent bundle.

Now every vector bundle has a section, for example the zero section being
the zero vector over each point. However not every bundle has a nowhere
vanishing section: For example the tangent bundle of the two sphere TS2

has not, this is known as “you cannot comb the hair of a coconut” or the
Poincaré Hopf index theorem.

But if you have a nowhere vanishing section then it generates a line sub-
bundle, and moreover the nowhere vanishing section is really an isomorphism
of this bundle with the trivial line bundle. So the original bundle E → X
decomposes as E = F ⊕ 1.
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Especially if you have an rank n vector bundle E → X and the base
space is an d < n dimensional manifold then you can always find a nowhere
vanishing section: Just take an arbitrary section and perturb it a little bit
to get rid of the zeroes. This proves the following:

Theorem 1. Let E → X a rank n vector bundle and dim(X) = d < n. Then
there exists a vector bundle F → X, rk(F ) = d such that E = F ⊕ (n − d).

So finally we can determine Vect(S1) completely: every bundle is the sum
of a trivial bundle and one of the two possible line bundles. Let θ = S1 × R
and M the “Möbius strip” then

Vect(S1) =
〈
M, θ

〉
Z≥

/
(2θ = 2M) (2.9)

the abelian semigroup generated by M , θ modulo the relation that we found
in the above example.

2.4 Multiplication

Finally there is another operation on vector bundles that will be important
in the following. This operation is again induced from some operation on the
fibers, just as in the previous section. Given two vector spaces V1, V2 you can
form their tensor product V1 ⊗V2 which is again a vector space of dimension
(dim V1)(dim V2). So tensoring the fibers over each point you get the tensor
product E ⊗ F of two vector bundles E → X and F → X.

Now the tensor product of vector spaces is distributive over direct sum
of vector spaces, and therefore vector bundles inherit the same property:

E ⊗ (F1 ⊕ F2) = E ⊗ F1 ⊕ E ⊗ F2 (2.10)

In terms of tranisition functions the tensor product is a little bit awkward
to formulate: if gij : Uij → O(n) and hij : Uij → O(m) are two transition
functions then

(g ⊗ h)ij : Uij → O(nm), x 7→
(
gij(x)uvhij(x)xy

)
(u,x)(v,y)

(2.11)

thinking of index pairs labelling the coordinates of the tensor product.
A useful special case is the tensor product of a line bundle L → X with

a vector bundle E → X. If gij : Uij → O(1) and hij : Uij → O(n) are their
transition functions then the transition function for the product is simply

(g ⊗ h)ij : Uij → O(n), x 7→ gij(x)hij(x) (2.12)
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Especially the tensor product with the trivial line bundle leaves the vector
bundle invariant.

As a more interesting example take the “Möbius strip” line bundle M →
S1. If you cover the S1 as usual by two open intervals intersecting in a
small annulus over the equator then you can take the transition funcitons
to be locally constant, that is ±1 over the two connected components of the
annulus. The transition functions of the tensor product are then always +1
by eq. 2.12. Therefore M ⊗ M = θ, the trivial line bundle.

So the semigroup with product structure on Vect(S1) can be summarized
as follows, compare equation 2.9:

Vect(S1) = Z≥

[
M

]/
(2M = 2,M 2 = 1) (2.13)
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Chapter 3

K–theory

3.1 Grothendieck group construction

Given any abelian semigroup one can construct an abelian group by intro-
ducing formal differences — just in the same way as you first learn about
integers as formal differences of nonnegative numbers. The group thus asso-
ciated with the semigroup Vect(X) will be K–theory KO(X) .

Let us look at this construction in more details (based on appendix G
of [63]). Suppose you are given a commutative semigroup S with operation
+, then we would like to define formal differences by

a − b = x − y
def⇐⇒ a + y = x + b (wrong!) (3.1)

What is the problem? We would not have transitivity! For example:

a − b = u − w and u − w = x − y
m m

a + v = u + b u + y = x + w︸ ︷︷ ︸
⇒ a + y + (u + v) = x + b + (u + v) (3.2)

and this does not imply that a+y = x+ b ⇔ a− b = x−y. So instead define

a − b = x − y
def⇐⇒ ∃s ∈ S : a + y + s = x + b + s (3.3)

This definition of equality is now transitive, reflexive and symmetric. The
group that you thus get is called the Grothendieck group G(S) of S, and it
satisfies the universal property

17
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Theorem 2. For each group G and homomorphism φ : S → G there is a
unique ψ such that

S
φ //

!!DD
DD

DD
DD G

G(S)

ψ

OO

(3.4)

Now K–theory KO(X) = G(Vect(X)) is the abelian group of formal
differences [E]− [F ] of isomorphism classes of vector bundles. In fact we can
give a slightly simpler description:

Theorem 3 (Swann). Every vector bundle V ∈ Vect(X) is a summand of
a trivial bundle.

Corollary 1. Each element x ∈ KO(X) can be written as

x = [V ] − [n], n ∈ Z≥ (3.5)

Examples

The simplest example is again X = {pt} where KO({pt}) = Z = G(Z≥) .
Now for a more interesting example take X = S1 where we determined

all vector bundles in eq. 2.9. By a choice of basis you can take θ and M−θ as
generators of KO(S1), subject to the single relation 2(M −θ) = 0. Therefore

KO(S1) = Z ⊕ Z2 (3.6)

Furthermore you can define a multiplication on KO(X) from the multiplica-
tion in Vect(X), so KO(X) is even a ring. The ring structure can be written
as (x = [M ]):

KO(S1) = Z
[
x
]/

(2x = 2, x2 = 1) =

= Z
[
x
]/(

2(x − 1) = 0, (x − 1)2 = 0
)

= Z
[
y
]/(

2y = 0, y2 = 0
)

(3.7)

3.2 Compact support

So far I only considered compact spaces, but now take any (maybe non-
compact) space X. Then we could define KO(X) just as before as the
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Grothendieck group of arbitrary vector bundles. However there are two prob-
lems with that: Physically we would like some “finite action” condition, and
not allow brane configurations that spread throughout the whole space (like
a lattice of evenly spaced periodic branes). Mathematically such “infinite”
vector bundles would make the K–theory a lot less interesting since they will
allow to push nontrivial “twists” of the bundle away to infinity.

The solution is to define K–theory as “K–theory with compact support”:
If [E] − [F ] ∈ KO(X) then we require that there exists a compact U ⊂ X
such that E|X−U ' F |X−U . It is easy to see that Whitney sum and tensor
product of compactly supported vector bundles have again compact support.
Moreover if X itself is compact then we get no restriction,

So if X is noncompact then especially rk(E) = rk(F ). On the other hand
side define the virtual rank

rk : KO(X) → Z, [E] − [F ] → rk(E) − rk(F ) (3.8)

then for any compact space X we have KO(X) = ker(rk) ⊕ Z. Since the Z
summand is not very interesting define

K̃O(X) = ker
(

rk : KO(X) → Z
)

(3.9)

It is called the reduced K–theory.
In a concrete string model of course one usually wants to describe D–

branes that are localized in space but not in time, so one should think of
spacetime as X × R and then demand compact support in X–direction but
not in R–direction. Then of course one can simply contract the time direction
and the D–brane charges are just K(X).

Alternatively one might be interested in D–branes extended in various
noncompact directions, either as local description of the situation above or
as infinitely extended object. Then one has to ask for compact support in
the transverse directions, and no restrictions in the parallel directions.

3.3 Stabilization

Suppose you have two different vector bundles E → X, F → X. What
can be said about their classes [E], [F ] ∈ KO(X)? It turns out that they
might be equal, even though the vector bundles are not isomorphic. This
phenomenon is really at the heart of K–theory: In general it is impossible
to determine Vect(X), but KO(X) carries less information which makes it
possible to actually determine it.
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To see this consider the tangent bundle TS2 on the sphere S2. We add to
it the trivial line bundle θ. Think of θ as the normal bundle from the usual
embedding of S2 in R3. Then TS2⊕θ is the vector bundle with fiber R3 over
any point x ∈ S2. Think of the fiber as the tangent space in the embedding
space R3 at the point x ∈ S2 ⊂ R3. Then TS2 ⊕ θ is just TR3 restricted to
the S2 ⊂ R3. But TR3 is trivial and therefore also TS2 ⊕ θ. So we found:

[TS2] = [TS2] + [θ] − [θ] = [TS2 ⊕ θ] − [θ] =

= [θ ⊕ θ ⊕ θ] − [θ] = [θ ⊕ θ] ∈ KO(S2) (3.10)

K–theory does not distinguish between the tangent bundle TS2 and the rank
2 trivial bundle θ ⊕ θ — while they are clearly not isomorphic, for example
TS2 does not have any nowhere vanishing sections.

So KO(X) does only know about the vector bundles “up to addition of
other vector bundles”, and this is really less information than in Vect(X).
We can reformulate this slightly with the help of theorem 3: It suffices to
add trivial bundles.

[E] = [F ] ∈ KO(X) ⇔ ∃n ∈ Z≥ : E ⊕ n ' F ⊕ n (3.11)

Allowing to add sufficiently large trivial bundles is called stabilization, and
K–theory classifies stable isomorphism classes of vector bundles.



Chapter 4

From real to complex Bundles

4.1 Complex Vector Bundles

Just as one can define vector bundles with fibers Rn one can also define
complex vector bundles. Of course they are not so easily visualized since the
real dimension is often too high, but on the other hand side they enjoy nicer
properties that will aid in calculations.

From the transition function point of view we get GL(n, C) valued transi-
tion functions, and as in the real case one can without limiting the generality
choose them to be norm preserving, i.e. unitary:

gij : Uij → U(n) such that ϕj ◦ ϕ−1
i

(
x, v

)
=

(
x, gij(x)v

)
(4.1)

satisfying

gij(x) = gji(x)−1 ∀ x ∈ Uij (4.2)

gik(x) = gij(x)gjk(x) ∀ x ∈ Uijk
def
= Ui ∩ Uj ∩ Uk (4.3)

The Whitney sum and tensor product for complex vector bundles can be
defined analogously to the real case; Denote the ensuing semigroup VectC(X)
. If there is any chance of confusion denote the semigroup of real vector
bundles by VectR(X) .

Given any semigroup we can again form its Grothendieck group, so define

K(X)
def
= G

(
VectC(X)

)
(4.4)

Swann’s theorem 3 has its complex analog and so we can write

K(X) =
{

[E] − [F ]
∣∣∣E,F ∈ VectC(X)

}

=
{

[E] − [n]
∣∣∣E ∈ VectC(X), n ∈ Z≥

}
(4.5)

21
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where [n] now denotes the isomorphism class of the trivial complex vector
bundle θ of rank rkC(θ) = n.

4.2 Line Bundles and Čech Cohomology

4.2.1 Isomorphism and Transition Functions

Isomorphism classes of complex line bundles have an important classification
that will lead us to the Chern classes. So suppose you are given an open
cover Ui and two different sets of U(n) valued transition functions gij, hij.
When do they correspond to isomorphic vector bundles? Precisely if there is
a change of trivialization, that is local coordinate transformations

λi : Ui → U(n) (4.6)

such that

gij = λ−1
j hijλi (4.7)

Now in general this is as hard to check as testing isomorphism of the vector
bundles, but for line bundles (n = 1) we can rewrite this as

gij = λiλ
−1
j hij (4.8)

And this has a nice interpretation in terms of Čech cohomology: λiλ
−1
j is

a Čech coboundary while transition functions gij, hij are Čech cocycles. So
the isomorphism classes of complex line bundles are Čech cocycles modulo
coboundaries, i.e. Čech cohomology classes. Let me review that notion:

4.2.2 Čech cohomology

Suppose you have a space X together with an open cover Ui, and let

Uij···` = Ui ∩ Uj ∩ · · · ∩ U` (4.9)

So for each ij · · · ` (“Čech index”) there is an open set. Now consider G
valued functions on each set where G is some abelian group. Together with
the restriction that turns a a function fi···k : Ui···k → G into a function
fi···k` : Ui···k` → G this is a sheaf, that is roughly an object that assigns
abelian groups to open sets (see [33] for precise definitions). More examples
are

• G the (sheaf of) G valued functions.
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• G the constant G valued functions.

• C0 the continuous functions (same as R)

Especially note the difference between G and G, one are constant functions
while the other consists of all continuous G valued functions.

Now given such a sheaf one can define the Čech cochains, given by a
choice of function for each n + 1–tuple intersection. Write G(Ui···k) for the
functions on Ui···k, then the set of all n–cochains is

Cn(G) =
∏

i0,i1,...,in

G(Ui0,i1,...,in) (4.10)

(the chains are again abelian groups by applying the G group law compo-
nentwise) together with the coboundary map:

∂n : Cn → Cn+1, (σi0,i1,...,in) 7→
n+1∏

j=0

σ
(−1)j

i0,i1,...,̂ij ,...,in+1
|Ui0i1···in+1

(4.11)

Note that if you happen to write the group law as addition you would have
said

∂n : Cn → Cn+1, (σi0,i1,...,in) 7→
n+1∑

j=0

(−1)jσi0,i1,...,̂ij ,...,in+1
|Ui0i1···in+1

(4.12)

but that is of course only a matter of notation. The important thing is that
∂n it is a group homomorphism and satisfies ∂n+1 ◦ ∂n = 0.

Now the Čech coboundaries are the image of ∂; the cocycles are the kernel
of ∂. Equation 4.3 is just the condition for a Čech cocycle in C1(U(n)).

The Čech cohomology groups are then

Ȟn(X; G) = ker
(
∂n : Cn → Cn+1

)/
img

(
∂n−1 : Cn−1 → Cn

)
(4.13)

If the open cover Ui is fine enough (and for suitably nice spaces X) the
Čech and the ordinary cohomology groups (see section 6.1 for the definition)
coincide:

Ȟ∗(X; Z) = Ȟ∗(X; Z) = H∗(X; Z) (4.14)

Another result that we will require in the following concerns fine sheaves,
that is functions that include partitions of unity like R or C. For those all
the higher cohomology groups vanish:

Ȟn(X; R) = Ȟn(X; C) = 0 ∀ n ≥ 1 (4.15)

Note that while R is fine, the sheaf of constant functions R is not! In general
the groups Ȟn(X; R) = Hn

DR(X) do not vanish.
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4.2.3 Line Bundles

So far we identified line bundles with cohomology groups as

Vect1
C
(X) = Ȟ1(X; U(1)) (4.16)

In fact this is an isomorphism of groups, where the group law in Vect1
C
(X) is

the multiplication (of course this is very different from the semigroup law in
VectC(X) coming from the Whitney sum). Now there is a way to rewrite this
in terms of more accessible cohomology groups by the long exact coefficient
sequence in cohomology. This is a general property of cohomology and works
as follows:

Suppose you have a short exact sequence of the coefficient groups, for
example

0 → Z ↪→ R exp−→ U(1) → 0 (4.17)

where the third map is exp : R → U(1), t 7→ e2πit. Then this induces a short
exact sequence of the corresponding sheaves (see [33] for details)

0 → Z ↪→ R exp−→ U(1) → 0 (4.18)

Such a short exact sequence of the coefficient groups induces the following
long exact sequence for Čech cohomology groups:

· · · → Hn
(
X; Z

)
→ Hn

(
X; R

)
→ Hn

(
X; U(1)

)
→

→ Hn+1
(
X; Z

)
→ Hn+1

(
X; R

)
→ Hn+1

(
X; U(1)

)
→ · · · (4.19)

Now R is fine and therefore we get the following piece of the long exact
sequence:

0 → H1
(
X; U(1)

) '−→ H2
(
X; Z

)
→ 0 (4.20)

So there is a group isomorphism that identifies those groups. Therefore

Vect1
C
(X) = Ȟ2(X; Z) = Ȟ2(X; Z) = H2(X; Z) (4.21)

The group homomorphism c1 : Vect1
C
(X) → H2(X; Z) is called the first

Chern class, and its generalization will occupy the next section.



25

4.3 Chern character

The purpose of this section is to define the generalization of eq. 4.21 for
arbitrary vector bundles. It is a map

c : Vect(X) → Hev(X; Z),

E 7→ 1 + c1(E) + c2(E) + · · · , ci(E) ∈ H2i(X) (4.22)

called the total Chern class. Here we defined

Hev(X; Z) =
⊕

i=0

H2i(X; Z)

Hodd(X; Z) =
⊕

i=0

H2i+1(X; Z) (4.23)

the cohomology (as Čech cohomology or CW cohomology, see section 6.1) in
even resp. odd degrees. The cohomology groups come with a multiplication
(the cup product), but we will not need its precise definition.

Now we do not want just any map, but it should come with certain good
properties:

1. ci(E) = 0 ∀ i > rkC(E).

2. If E and F are isomorphic vector bundles then c(E) = c(F ) and further-
more behaves well with respect to pullbacks: For each map f : Y → X
of base spaces f ∗(c(E)) = c(f ∗(E)).

3. It behaves well with respect to the Whitney sum: c(E⊕F ) = c(E)c(F )
(This requires the cup product).

4. For the tautological line bundle (see section 4.4) L → S2 we have c1(L)
the generator of H2(S2) (Normalization).

Fact 1. Those properties define the total Chern class uniquely, and the so–
defined c1 is the one from eq. 4.21.

I will not try to prove this fact; instead we will use the properties to derive
some simple properties.

First consider a trivial line bundle θ = X × C. There we can take all
transition functions to be +1, that is the neutral element in Ȟ(X; U(1)) =

H2(X; Z). Therefore c1(θ) = 0 and we get

c(θ) = 1 ⇒ c(nθ) = c(θ ⊕ · · · ⊕ θ) =
(
c(θ)

)n

= 1n = 1 (4.24)
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so the total Chern class of any trivial bundle is just 1. This implies that
the Chern class only depends on the stable isomorphism class of the vector
bundle: Assume that E 6' F but E ⊕ n ' F ⊕ n

⇒ c(E ⊕ n) = c(F ⊕ n) ⇒ c(E) · 1 = c(F ) · 1 (4.25)

Moreover the following map is well–defined:

c : K(X) → Hev(X; Z), [E] − [n] 7→ c(E) (4.26)

The Chern Character

There is a close relative of the total Chern class, the Chern character. This
is also a map

ch : Vect(X) → Hev(X; Q),

E 7→ ch0(E) + ch1(E) + ch2(E) + · · · , chi(E) ∈ H2i(X; Q) (4.27)

but rather satisfies the nicer property

ch(E ⊕ F ) = ch(E) + ch(F ) ∈ H ev(X; Q) (4.28)

ch(E ⊗ F ) = ch(E) ch(F ) (4.29)

For a line bundle L → X this is just (note the fractions, because of them we
need Hev(X; Q) instead of Hev(X; Z)):

ch(L) = exp c(L) = exp
(
c1(L)

)
= 1 + c1(L) +

1

2
c1(L)2 + · · · (4.30)

where c1(L) really denotes its image in H2(X; Q). As a consistency check
remember that we identified the (additive) group law in H 2(X) with the
tensor product in Vect1

C
(X). The exponential above makes eq. 4.29 work:

ch(L1)ch(L2) = exp
(
c1(L1)

)
exp

(
c1(L2)

)
=

= exp
(
c1(L1) + c1(L2)

)
= exp

(
c1(L1 ⊗ L2)

)
= ch(L1 ⊗ L2) (4.31)

Now for general vector bundles the Chern character is determined by the
Chern classes, but not as easily as in eq. 4.30. However in general character-
istic classes are determined by how they act on line bundles and naturality,
that is f ∗(ch(E)) = ch(f ∗(E)). So although far from obvious there is no
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ambiguity, and one can show that:

ch0(E) = rkC(E)

ch1(E) = c1(E) (4.32)

ch2(E) =
1

2

(
c1(E)2 − 2c2(E)

)

ch3(E) =
1

6

(
c1(E)3 − 3c1(E)c2(E) + c3(E)

)

...

Of course the Chern character induces a map

ch : K(X) → Hev(X; Q), [E] − [F ] 7→ ch(E) − ch(F ) (4.33)

which is a ring homomorphism thanks to eqns. 4.28, 4.29. Now the single
most useful result concerning the Chern character is the following (see [7])

Theorem 4. The induced map

ch : K(X) ⊗ Q → Hev(X; Q) (4.34)

is bijective. With other words the free parts of K(X) and Hev(X; Z) are the
same. Moreover

Hev(X; Z)Tor = 0 ⇒ K(X)Tor = 0 (4.35)

This is of course how the K–theoretic description of D–brane charges
contains ordinary de Rahm cohomology (cf. [50]). If you ignore torsion and
the correct charge quantization you can reduce everything to computations
with differential forms.

4.4 Computation: Spheres

Armed with theorem 4 it is trivial to determine the K–groups for all spheres
Sn. Their cohomology groups are

H i(Sn) =

{
Z i = 0, n
0 else

⇒ Hev(Sn; Z) =

{
Z ⊕ Z n even

Z n odd
(4.36)

So especially Hev(Sn; Z) is torsion free and thus

K(Sn) =

{
Z ⊕ Z n even

Z n odd
(4.37)



28

Let us focus on the S2 case; As usual one of the Z summands is just the
virtual dimension:

K(S2) = Z ⊕ Z ⇒ K̃(S2) = Z (4.38)

So there must be a nontrivial bundle that generates the other Z. This
generator is the tautological line bundle λ → S2 on S2 = CP1: Think of CP1

as the set of complex planes C ⊂ C2, then the fiber of the tautological bundle
over a point C ⊂ C2 is just this C. Alternatively describe the bundle by the
transition function along the equator S1; then the identity map gNS : S1 →
U(1), z 7→ z describes the tautological line bundle.

Remember that Vect1
C
(S2) with tensor product is a group; Its generator

is λ. What is the relation with the tangent bundle? The tangent bundle
can be described by the transition function gNS : S1 → U(1), z 7→ z−2, so
TS2 = λ−2.

Any complex vector bundle E → X can be thought of as a real vector
bundle of real rank 2 rkC(E) by forgetting the complex structure of the fiber.
Denote the corresponding real vector bundle ER → X, then this also defines
a map

K(X) → KO(X), [E] − [F ] 7→ [ER ] − [FR ] (4.39)

Of course this map is not surjective, as its image can only have even virtual
rank. It is also not injective, for example take

r : K(S2) = Z ⊕ Z → KO(S2) = Z ⊕ Z2 (4.40)

The complex tangent bundle TS2 is (1,−2) ∈ K(S2) and as we have seen
the real tangent bundle TS2

R
is (2, 0) ∈ KO(S2). From this we can describe

the realification explicitly:

r : Z ⊕ Z → Z ⊕ Z2, (a, b) 7→ (2a, b mod 2) (4.41)

One can also turn a real vector bundle into a complex one by thinking of the
O(n) valued transition functions as U(n) valued. This is called complexifi-
cation and can be written as E ⊗R C. This operation obviously doubles the
real rank; its connection with the above can be described as

ER ⊗R C = E ⊕ E (4.42)

4.5 Coherent Sheaves

Suppose you want to compactify Type II string theory preserving some su-
persymmetry. Then from the supersymmetry variations one knows that there
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must be a constant spinor; So the task is to find a compact smooth manifold
(real 6 dimensional) with a single constant spinor.

Simply trying to solve ∇ψ = 0 is hopeless. However there is an equiv-
alent characterization: you need a Calabi–Yau manifold, that is a complex
manifold (with analytic transition functions) of complex dimension 3 that is
in addition Kähler and has c1 = 0.

It gets even simpler than that, one can restrict1 oneself to polynomial
transition functions instead of arbitrary power series. So really it suffices to
consider a much smaller class of functions, and one that is easy to compute
with. Schematically

smooth ⊃ analytic ⊃ algebraic (4.43)

But those simplifications all came as implications of the equations we were
trying to solve; Physical intuition tells us to start within smooth or maybe
continuous functions.

So back to our topic, suppose you have an analytic or algebraic manifold
X and you want to compute K(X). This is the Grothendieck group of vector
bundles with continuous transition functions. But you could have just as well
considered vector bundles with analytic or algebraic transition functions, they
also yield well–defined groups Kan(X), Kalg(X) . They may be useful to
compute K(X) in a simpler way, for example by using the obvious “forgetting
map”

K(X) ← Kan(X) ← Kalg(X) (4.44)

Algebraic geometry knows another generalization of vector bundle, called co-
herent sheaf. So in addition we also have the Grothendieck group of coherent
sheaves Kcoh(X) .

What is the relation between all these groups? A partial answer is the
following (see [34])

Theorem 5. If X is algebraic, then Kan(X) = Kalg(X) = Kcoh(X)

So really there is only one question: What is the forgetting map Kan(X) →
K(X)? Unfortunately there is no good answer, in general there it is neither
surjective nor injective.

As an example consider the following (this was also mentioned in [57]).
Let Σ be a nonsingular Riemann surface. Then from theorem 4 we know
that K(Σ) = Z ⊕ Z. On the other hand (see [37]):

Kan(Σ) = Z ⊕ Pic(Σ) (4.45)

1if the Kähler class is integral
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Now the Z factor is again only the virtual rank; The interesting part of the
forgetting map is the d : Pic(Σ) → Z. This is the degree d(D) for an divisor
D ∈ Pic(Σ), and therefore d is surjective. But it is not injective, for example
(see [37]):

d−1(0) = Pic0(Σ) = Cg
/

Z2g (4.46)

So what happens is the following: Kan(Σ) still knows about the moduli of
the analytic vector bundles. Sometimes bundles that can be deformed into
each other by continuously changing moduli correspond to different classes
in Kan(Σ), but of course are the same in K(Σ).

It is comparatively easy to see that the forgetting map is not surjective.
For this you have to know that on a Kähler manifold the cohomology groups
decompose further as

H i(X; C) =
⊕

p+q=i

Hp,q(X) (4.47)

and for any analytic vector bundle E → X

ch(E) ∈
⊕

p

Hp,p(X) (4.48)

So if some Hp,q(X) 6= 0 with p 6= q and p + q ∈ 2Z (e.g. H2,0(T 4) = C)
there is via theorem. 4 a class ξ ∈ K(X) such that the Hp,q(X) component
of ch(ξ) is nonzero. This class can then not be represented by analytic vector
bundles, so does not come from any class in Kan(X).

Now for a complex 3 dimensional Calabi–Yau manifold there are no non-
vanishing Hp,q(X) with p + q ∈ 2Z and p 6= q. It is a tempting conjecture
that the forgetting map is at least surjective in this case. Unfortunately I do
not know how to prove it2.

2This is related to the Hodge conjecture, but hopefully easier.



Chapter 5

Algebraic Topology

5.1 CW complexes

We want to work with a class of topological spaces that is more general than
smooth manifolds (so that e.g. we can pinch a subspace and still have a “well-
formed” space, but on the other hand side we want to exclude pathological
sets (There are really too many things that can go wrong). One nice class of
spaces to study topology on are CW complexes, which I am going to define
in this section.

A CW complex is a collection of disks (of arbitrary dimensions), glued
together at the boundaries. Restricting to the disks of dimension d or less
yields a filtration of the space · · · ⊂ Σd−1 ⊂ Σd ⊂ · · · . The subspace Σd is
called the d–skeleton. This is best defined by the recursive description

1. The 0–skeleton is a set of points (i.e. 0–disks)

Σ0 =
{
e
(0)
1 , . . . , e(0)

n1

}
(5.1)

2. The d + 1–skeleton Σd+1 consists of Σd together with d + 1–disks

e
(d+1)
1 , . . . , e

(0)
nd+1 glued to Σd via attaching maps

f
(d+1)
i : ∂e

(d+1)
i → Σd, i = 1, . . . , nd+1 (5.2)

That is the boundaries of the disks e
(d+1)
i are glued to the d–skeleton.

This is best visualized by an example:

Example 1. The real projective plane RP2 is the surface you get from gluing
one disk to the boundary of the Möbius strip (The boundary of the Möbius
strip is a single circle). You can get a simpler CW structure by contracting
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e
(2)
1

e
(1)
2 e

(0)
2

e
(0)
1 e

(2)
2

e
(1)
1 f

(2)
2

e
(1)
3

Figure 5.1: A CW complex for RP2

the Möbius strip to a circle (this is a homotopy): Then you only need one
cell in each dimension. The boundary of the 2–cell is then winding twice over
the one–skeleton Σ1 = S1.

5.2 Suspension

Let us start with defining the cone of a space CX. This is the cylinder X×I
(I is the interval [0, 1]) with one end shrunk to a point. The tip of the cone
is the new basepoint:

CX =
(
X × I

)/(
X × {0}

)
(5.3)

Obviously CX is contractible to a point, and by itself not a very interesting
space. Now the suspension SX is roughly the cone with the other end also
contracted: But remember that we agreed to work within “spaces with base-
point”, so which basepoint do we pick? The canonical solution is to contract
the line {∗}× I which joins the two endpoints and take this as the new base-
point. Note that {∗} × I was contractible in the first place, so shrinking it
to a point is just a homotopy.

SX =
(
X × I

)/(
X × ∂I ∪ {∗} × I

)
(5.4)

Another way to think of the suspension SX is two cones CX glued together
at their base X. This should be clear from figure 5.2. Moreover it should be
obvious that SS1 = S2 (as depicted in fig. 5.2). This is the special case of
the following identity:

Proposition 1. S(Sn) = Sn+1.
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{∗}

{∗}

X CX SX

Figure 5.2: Cone and suspension

5.2.1 Wedge and smash

Let me describe yet another, more formal way to denote the suspension. This
relies on the following two basic operations to combine two spaces into one:
The first operation is to join just the two basepoints into the new basepoint,
called the “wedge”:

X ∨ Y =
(
X ∪ Y

)/(
{x0} ∪ {y0}

)
(5.5)

Think of X ∨ Y as a subset of X × Y and let

=
(
X ∪ Y

)/(
X ∨ Y

)
(5.6)

This is called “smash”; The basepoint of X ∧ Y is the contracted subset.
By unraveling the definitions one sees that

Lemma 1. Smash is associative:
(
X ∧ Y

)
∧ Z = X ∧

(
Y ∧ Z

)
.

and (back to our topic):

Lemma 2. Suspension is smash with a circle: SX = X ∧ S1.

Especially we do not have to worry about the order in multiple suspen-
sions. From proposition 1, lemma 1 and 2 we find purely algebraically that

Corollary 2. (S)nX =

n︷ ︸︸ ︷
SS · · ·S X = X ∧ Sn
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5.2.2 Suspension and transition functions

So why should we be interested in suspensions? Here is a partial answer.
Remember that we could define vector bundles as a set of transition functions,
defined on the overlap of coordinate charts. E.g. on the two–sphere the real
vector bundles were maps from the equator to O(n). Think of the northern
and southern hemisphere as cones over the equator, and you are immediately
led to the following generalization:

Theorem 6. (Isomorphism classes of) vector bundles on SX are in one–
to–one correspondence with (homotopy classes of) maps from X to O(n):

Vectn(SX) = [X; O(n)] (5.7)

Of course this does not depend on the group O(n) and we can generalize
it to arbitrary G–bundles:

Theorem 7. Equivalence classes of G–bundles on SX are in one–to–one
correspondence with [X; G].

But we want to describe bundles on X and not on its suspension SX! If
we could undo suspensions then it would be just [S−1X,G]. Unfortunately
this cannot be so easy1:

Proposition 2. There is no space X such that SX ' S0.

Proof. From the definition follows that SX has one connected component
∀X. But S0 has two components.

Note that you cannot argue with the “dimension”: Although the explicit
construction of the suspension increases what you would call “dimension” it
is not a homotopy invariant, think I ' {pt}.

There is a close relative of suspension, that is forming the loop space. To
any space X we associate the space of loops ΩX (starting and ending at the
basepoint), with the new basepoint the constant loop. It is not hard to see
that

Theorem 8. Loop is adjoint to suspend:

[SX; Y ] ' [X; ΩY ] (5.8)

1However we could enlarge the notion of “space” to include formal “de-suspensions”.
This would lead us to the definition of spectra, but I will stay on a more elementary level.
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So if we cannot “unsuspend”, can we “unloop”? At least formally we
would then have that G–bundles are described by [X; Ω−1G]. Of course
naively the loop space will always be “infinite–dimensional” so it seems
doubtful that, say, a finite dimensional Lie group G is the loop space of
anything. But it would be sufficient if it were up to homotopy! And indeed
this is possible and will be the topic of the remainder of this chapter.

5.2.3 Classifying spaces

So let G be any group (discrete or continuous) and suppose we are given a
G–bundle EG that is contractible. Such a thing exists, although I will not
try to give an explicit construction. I call the base BG:

Fact 2. Given a group G there exists a bundle

G // EG

²²
BG

(5.9)

with the total space EG contractible.

This bundle gives rise to the following long exact sequence for homotopy
groups:

· · · → πn+1(EG)︸ ︷︷ ︸
=0

→ πn+1(BG) → πn(G) → πn(EG)︸ ︷︷ ︸
=0

→ · · · (5.10)

So we learn that

[Sn; ΩBG] = [SSn; BG] = πn+1(BG) = πn(G) = [Sn; G] (5.11)

Especially ΩBG has the same homotopy groups as G. Of course this does
not prove that ΩBG ' G — it is true nevertheless:

Theorem 9. ΩBG ' G and G–bundles are in one–to–one correspondence
with homotopy classes of maps [X; BG]. (Hence the name classifying space,
it classifies G–bundles).

and in case you wonder about any choices involved:

Theorem 10. BG is unique up to homotopy

The proofs are long and would lead us far astray; I will not reproduce
them but instead discuss a few examples.
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G = Z
BZ = S1

EG = R

Figure 5.3: Classifying space for Z

Example 2. EZ = R and BZ = S1. This can be seen from figure 5.3.
Note that ΩBZ = ΩS1 ' Z since loops on the circle are determined (up to
homotopy) by their winding number.

This example was chosen for its simplicity, unfortunately EG is in general
not a finite dimensional manifold:

Example 3. Take G = Z2, then EZ2 = S∞ with the Z2–action the antipodal
map. The classifying space is

BZ2 = S∞/Z2 = RP∞ (5.12)

Note that S∞ (the unit sphere in a separable Hilbert space) is contractible,
this is known as Kuypers theorem.

BZ2 is the classifying space for real line bundles; the classifying space for
complex line bundles is

Example 4. Take G = U(1), then EU(1) = S∞ and BU(1) = CP∞. The
U(1)–action on

S∞ =
{

(z1, z2, . . . )
∣∣∣zi ∈ C,

∞∑

i=1

|zi|2 = 1
}

(5.13)

is just multiplication with a phase, zi 7→ eiϕzi.
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BU and BO

So how does this classifying space story help us? Well of course there are the
classifying spaces for O(n) and U(n):

Vectn
R
(X) = [X; BO(n)] Vectn

C
(X) = [X; BU(n)] (5.14)

I want to define classifying spaces for K–theory:

K̃O(X) = [X; BO] K̃(X) = [X; BU ] (5.15)

and since the real and complex case are very much alike I will focus on real
bundles. So what are these classifying spaces? First, remember theorem 3:
For every vector bundle V ∈ Vectn

R
(X) we can find another vector bundle

W such that V ⊕ W = X × Rd, the trivial bundle. So we can think of V as
picking a n–plane in every fiber Rn of the trivial bundle.

Definition 1. The (real) Grassmannian Gd,n is the space of n–planes in Rd.

The rotation group O(d) in Rd acts transitively on the Grassmannian
with stabilizer O(n−d)×O(n), the rotations perpendicular to the plane and
rotations within the plane. Therefore

Gd,n =
O(d)

O(n − d) × O(n)
(5.16)

So Gd,n is a smooth manifold of dimension n(d − n).
We have seen that Gd,n is the classifying space for rank n subbundles

of X × Rd. Furthermore we have the inclusion Gd,n ⊂ Gd+1,n as “the n–
planes in Rd+1 that are orthogonal to the (d + 1)th direction”. So really the
Grassmannians form a directed system and we can define the limit

BO(n) = lim
d→∞

Gd,n (5.17)

In more down to earth terms we can form the union of all those Grassman-
nianns, and it will be the classifying space for the rank n subbundles of
arbitrarily large trivial bundles, i.e. the classifying space of rank n vector
bundles.

Of course you have to form the union of higher and higher dimensional
Grassmannians, so BO(n) is certainly not finite dimensional. But there is
a way to think of the infinite union in a way that you only have to look at
finite dimensional pieces, by “fattening” the Grassmannians into Gn,d × I
and then gluing them head–to–tail (figure 5.2.3). For obvious reasons this
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Gn+2,n × I
Gn+3,n × I

Gn+1,n × IGn,n × I

Figure 5.4: BO(n) as a union of Grassmannians

is called the “telescope” and is (up to homotopy) the same as BO(n). The
basepoint is the leftmost point.

If you map a compact space X into the telescope you can get only finitely
far to the right — remember that the basepoint has to map to the basepoint.
But the map into BO(n) is a vector bundle, and if it eventually fits into
one segment of the telescope, that is one Grassmannian. This is how the
telescope knows about theorem 3, every vector bundle is a subbundle of a
finite–dimensional trivial bundle.

Given a rank n vector bundle we can form a rank n + 1 vector bundle by
adding the trivial linebundle. In other words, we have an inclusion BO(n) ⊂
BO(n + 1), which we can use to form the limit

BO = lim
n→∞

BO(n) = lim
n→∞

lim
d→∞

Gd,n (5.18)

So [X; BO] classifies stable vector bundles, that is vector bundles up to ad-

dition of trivial bundles. But this is nothing else than K̃O(X), since each

element of K̃O(X) can be written as “vector bundle minus trivial bundle of
the same rank”, cf. corollary 1.

Unreduced K–theory is basically the same, you just have to keep track of
the virtual rank of the bundle separately:

KO(X) = [X; Z × BO] K(X) = [X; Z × BU ] (5.19)



Chapter 6

Cohomology

So far we have only used K–theory to associate groups to spaces, invariant
under continuous deformations. But there is much more, K–theory is really a
cohomology theory. This is of utmost importance if you want to actually cal-
culate the K–groups since it lets you employ various techniques which apply
to any cohomology theory. It is also physically interesting since it nicely gen-
eralizes the properties of de Rahm cohomology. For example all cohomology
theories satisfy “excision”, which is a topological version of locality.

I will not assume that the reader is familiar with cohomology theories
beyond usual de Rahm theory. But neither will it be possible to give a
thorough presentation that encompasses all aspects. Instead I will highlight
the constructions with a view towards computing the actual cohomology
groups.

6.1 Ordinary (CW) Homology and Cohomol-

ogy

So let X be a finite CW complex made from the cells e
(d)
i where i = 1 . . . nd

indexes the cells in dimension d ∈ Z (nd = 0 for d < 0 and for sufficiently
large d). To it we can associate the free abelian group generated by the cells
— this is just one integer for each cell, with addition of the

∑
nd–tuple as

group action. This group is obviously graded by the dimension of the cell:

Cd
def
=

nd⊕

i=1

Zei(d) (6.1)

Now remember that each cell e
(d)
i comes with a map f

(d)
i : Sd−1 → Σ(d−1) that

specifies how it is attached to the d − 1 skeleton. We can use this to define
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“how often” the boundary of e
(d)
i is mapped onto each d − 1 cell, counting

orientation reversal by a sign:

Definition 2. For each cell e
(d)
i let the boundary ∂e

(d)
i be the sum of its

boundary components in Cd−1.

This obviously induces a map ∂ : Cd → Cd−1. Boundaries themselves do
not have boundaries, so ∂2 : Cd → Cd−2 is the 0 map. Let me illustrate this
with an example:

Example 5. Take the 6 cell CW complex for RP2, as in figure 5.1. The
boundaries are (with some choice for the orientations):

∂e
(0)
i = 0

∂e
(1)
1 = e

(0)
2 − e

(0)
1

∂e
(1)
2 = e

(0)
1 − e

(0)
2

∂e
(1)
3 = e

(0)
1 − e

(0)
2

∂e
(2)
1 = e

(1)
1 + e

(1)
3 − e

(1)
2 + e

(1)
3 = e

(1)
1 − e

(1)
2 + 2e

(1)
3

∂e
(2)
2 = e

(1)
1 + e

(1)
2

(6.2)

The boundary map ∂ is a linear map from the lattice Cd ' Znd to Cd−1 '
Znd−1 . Therefore we can write the chain complex C = (Cd, ∂) with matrices:

· · · 0oo Z2(0 0)oo Z3

(
−1 1 1
1 −1 −1

)

oo Z2




1 1
−1 1
2 0




oo 0oo · · ·oo (6.3)

(A string of maps is called complex if going twice is 0). Now the homology of
the complex is defined as the successive quotients

Hi(C) = ker(∂ : Cd → Cd−1)
/

img(∂ : Cd+1 → Cd) (6.4)

By the base change ẽ
(0)
1 = e

(0)
1 + e

(0)
2 , ẽ

(0)
2 = e

(0)
2 we can simplify eq. 6.3 to

· · · 0oo Z2(0 0)oo Z3

(
0 0 0
1 −1 −1

)

oo Z2




1 1
−1 1
2 0




oo 0oo · · ·oo (6.5)

Obviously

H0(C) = Z H2(C) = 0 (6.6)
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What about H1? We have

ker(∂ : C1 → C0) = span
〈



1
1
0




,




0
−1
1




〉

img(∂ : C2 → C1) = span
〈



1
1
0




,




1
−1
2




〉

= span
〈



1
1
0




,




0
−2
2




〉
(6.7)

⇒ H1(C) = Z2. Although far from obvious the resulting homology
groups do not depend on any of the choices made — they are topo-
logical invariants of the space. We write

Hi(RP2; Z) = Hi(RP2) = Hi(C) (6.8)

Note how much easier it would have been to use the CW complex for RP2

which has only one cell in each dimension, see example 1:

· · · 0oo Z0oo Z0oo Z2oo 0oo · · ·oo (6.9)

Now instead of using the cells as generators for our chain complex we could
have used the linear functionals on the cells, that is Z–linear maps {e(d)

i } →
Z. They form the dual lattice C̃d to the Cd. But now given a map ϕ : Cd → Z,
what is its “boundary”? The only way to form a new linear functional out of
ϕ and ∂ is ϕ ◦ ∂ : Cd+1 → Z. Thus we have a coboundary ∂̃ : C̃d → C̃d+1 and
the corresponding cochain complex C̃ : (C̃d, ∂̃). The homology of the cochain
complex is called cohomology and called H i.

Exercise 1. Check that

H i(RP2; Z) =





Z2 i = 2
0 i = 1, i > 2 and i < 0
Z i = 0

(6.10)

For simplicity’s sake I never mentioned basepoints so far; What we saw
so far is unreduced (co)homology. The reduced (co)homology is “trivial over
the basepoint” but otherwise the same. So the basepoint (say, e0

1) is set to
zero in the chain complex C and its dual ẽ0

1 is set to zero in the cochain
complex C̃. The resulting (co)homology groups are denoted by H̃i resp. H̃ i.
The difference is not much: one can show that for any compact space X

H0(X; Z) = H̃0(X; Z) ⊕ Z Hi(X; Z) = H̃i(X; Z) ∀i 6= 0

H0(X; Z) = H̃0(X; Z) ⊕ Z H i(X; Z) = H̃ i(X; Z) ∀i 6= 0 (6.11)
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6.1.1 Cohomology of a Suspension

Given a space X, what is the (co)homology of its suspension SX? Let

e
(d)
i be a CW complex for X, and we want to describe a CW complex for

X × I/X × ∂I. In dimensions d ≥ 1 we can use the cells ẽ
(d)
i ' e

(d−1)
i × I,

with gluing maps induced from X. In dimension d = 0 we then need two
points, the endpoints of the interval. We can take one of them to be the new
basepoint, up to homotopy this is the suspension of X as in eq. 5.4.

The associated chains and cochains of SX is the same as for X except
in dimension d = 0, only shifted up in dimension. Moreover the boundary
maps are also the same. Therefore the homology and cohomology is also the
same, only shifted by one. To compute the (co)homology for d = 0 use the
CW complex with the interval ∗ × I ⊂ X × I contracted to a point, as in
our definition of suspension. Then there is only one point, the basepoint.
Therefore H̃0(SX) = 0 = H̃0(SX). So we can also think of the dimension 0
(co)homology as being shifted up from dimension −1:

H̃ i(SX) = H̃ i−1(X), H̃i(SX) = H̃i−1(X) ∀i ∈ Z (6.12)

If we would have computed unreduced (co)homology we would have gotten
the slightly less symmetric result

H i(SX) =

{
H i−1(X) i 6= 0

Z i = 0
Hi(SX) =

{
Hi−1(X) i 6= 0

Z i = 0
(6.13)

6.1.2 Useful Identities

Often either homology or cohomology is accessible while we want to know
the other. For this there are two basic tricks to convert one into the other.
But first we have to split the (co)homology groups into its torsion and its
free part:

Definition 3. Let G be a finitely generated abelian group. Then the torsion
subgroup GTor is the subgroup of elements of finite order:

GTor =
{

g ∈ G ∃n ∈ Z : ng = 1
}

(6.14)

Thus G/GTor is a free abelian group (i.e. G/GTor ' Zk for some k). So pick
a set of representatives g1, . . . , gk ∈ G for the generators of GTor and let

GFree =
〈
g1, . . . , gk

〉
Z
⊂ G (6.15)
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Obviously G = GFree ⊕ GTor, but GFree is not uniquely determined:

Example 6. Let G be the finitely generated abelian group with the generators
a of infinite order and b of order 2. Then G ' Z ⊕ Z2, and GTor = {1, b}.
But there are two different choices

GFree,1 =
〈
a
〉

Z
GFree,2 =

〈
a + b

〉
Z

(6.16)

With these definitions we can state the

Theorem 11 (Universal Coefficient Theorem).

H i(X; Z) = Hi(X; Z)Free ⊕ Hi−1(X; Z)Tor (6.17)

Actually this is only a corollary of the real Universal Coefficient Theo-
rem, as applied to Z coefficients (compare with [14]). The UCT is simply a
consequence of how the coboundaries are induced from the boundary maps
and so does not depend on any further properties of the space.

The other formula does use special properties of the base space: it is only
valid for orientable manifolds:

Theorem 12 (Poincaré Duality). Let X be a compact oriented manifold
of dimension dim X = d, then

H i(X; Z) ' Hd−i(X; Z) (6.18)

6.1.3 Compact Support

So far we only considered compact spaces. But we will need K–theory for
noncompact spaces. In this case I will only be interested in cohomology with
compact support. This means

• For ordinary cohomology: only cochains over a finite subcomplex (a
compact subspace Y ⊂ X) are non–zero.

• For K–theory: if [E] − [F ] ∈ KO(X) then there is a compact subset
Y ⊂ X (the “support” of [E] − [F ]) such that E|X−Y ' F |X−Y , that
is the formal difference vanishes outside of some compact subspace.

This only works if we can compactify the space X into a nice space X̄ (i.e.
a finite CW complex) by adding “points at infinity”, as for example Rn (you
can compactify it to a sphere by adding a point at infinity, or to the disk
Dn by adding a Sn−1). This excludes pathological spaces like the Riemann
surface with infinitely many holes.
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Cohomology of such a noncompact space is then the relative cohomology
H∗(X) = H∗(X̄, ∂X̄) or KO∗(X) = KO∗(X̄, ∂X̄) where cochains or vector
bundles are trivial over ∂X̄. Obviously you can shrink ∂X̄ to a single point
without changing the compactly supported cohomology. If you take this
point ∞ as the basepoint you recover the reduced cohomology:

X non–compact ⇒ KO∗(X) = K̃O
∗
(X ∪ {∞}) (6.19)

6.2 Generalized Cohomology Theories

Since we are ultimately interested in K–theory (which is a generalized co-
homology theory), I will restrict myself to cohomology rather than discuss
homology and cohomology simultaneously. This is just to simplify notations,
practically every formal property of cohomology has its counterpart in ho-
mology. For more details the reader is invited to consult [59].

I have described a very explicit realisation of cohomology based on cell
decomposition of the space. However the resulting groups are homotopy
invariants, and especially do not depend on the chosen cell decomposition.
Why is that so? The real reason is that the cohomology groups are really
determined by a few simple properties (the Eilenberg–Steenrod axioms). All
the explicit cell decompositions only provide a way to compute groups that
satisfy these axioms, and hence are the cohomology groups. Here are the
axioms:

A reduced cohomology theory is a collection of maps (really cofunctors)
kn that map topological spaces with basepoint to some abelian groups such
that

• There is a natural equivalence kn−1 ◦ S ' kn

• For each Y ⊂ X (with basepoint x0 ∈ Y ⊂ X) the following sequence
is exact:

kn(X/Y ) → kn(X) → kn(Y ) (6.20)

This suggests to try the following

Definition 4. For any space X let

K̃O
−n

(X) = K̃O(SnX) ∀n ∈ Z≥

K̃−n(X) = K̃(SnX) (6.21)
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One can show that they satisfy eq. 6.20, so one gets almost a (reduced)

cohomology theory. The problem of course is that the K̃n are only defined
for n < 0 while a cohomology theory would be “doubly infinite”, that is we
need K̃n ∀n ∈ Z.

Now so far the K̃n are basically defined in a way to fit the axioms, noth-
ing really depends on the properties of vector bundles. But now we will
make use of the most characteristic property of K–theory, Bott periodicity
(theorem 24):

K̃O
−8

(X) = K̃O(X)

K̃−2(X) = K̃(X) (6.22)

Armed with this result we simply define

Definition 5. Let n ∈ Z arbitrary, and choose k ∈ Z≥ : 8k + n > 0 (resp.
2k + n > 0). Then define

K̃O
−n

(X) = K̃O(S8k+nX)

K̃−n(X) = K̃(S2k+nX) (6.23)

and get a generalized (reduced) cohomology theory. The unreduced case
is analogous. But once we know that we are dealing with a cohomology
theory we can utilize all the machinery that is known to deal with cohomology
theories. One of the most useful power tools will be the topic of the following
sections.

6.3 Spectral Sequences

A spectral sequence is something like a long exact sequence, only (much) more
complicated. For the sake of completeness I will describe how the technology
works in this chapter, and we will apply it to K–theory in the next. However
I will not try to describe the innards (which are rather overwhelming for the
first time, see [48]) but merely how to apply the spectral sequence in a simple
example.

Now spectral sequences1 usually appear as concrete instances of the fol-
lowing

Theorem 13 (Generic Theorem). There is a spectral sequence with

Ep,q
2 = [something computable] (6.24)

1I will restrict myself here to spectral sequences for cohomology, as usual homology is
the same with arrows reversed
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converging to [something interesting]i

For example let us compute H i
(
SU(3); Z

)
, one possibility is the following:

As topological spaces

SU(2) = S3 (6.25)

and

SU(3)/SU(2) = S5 (6.26)

that is SU(3) is a S3–bundle over S5. So SU(3) satisfies the conditions in
the following:

Theorem 14 (Leray Serre Spectral Sequence). Let X be a F–bundle
over B, with simply connected base B. Then there is a spectral sequence with

Ep,q
2 = Hp

(
B,Hq(F ; Z)

)

converging to H i(X; Z)

So plugging in the cohomology for S3 and S5 we find

Ep,q
2 =

q=3 Z
))SSSSSSSSS 0

d2
))SSSSSSSSS 0 0 0 Z

q=2 0 0 0 0 0 0

q=1 0 0 0
))SSSSSSSSS 0

))SSSSSSSSS 0 0

q=0 Z

OO

//
0 0 0 0 Z

p=0 p=1 p=2 p=3 p=4 p=5

(6.27)

with all other (p, q) ∈ Z2 entries zero. Now the first step in evaluating
the spectral sequence is to calculate further tableaus Ep,q

r with 3 ≤ r < ∞
from Ep,q

2 . For that each tableau comes with maps (group homomorphisms)
dr : Ep,q

r → Ep+r,q−r+1
r with d2

r = 0. A few example d2’s are shown in eq. 6.27.
Now the next tableau is the dr cohomology of the previous:

Ep,q
r+1 = ker

(
dr : Ep,q

r → Ep+r,q−r+1
r

)/
img

(
dr : Ep−r,q+r−1

r → Ep,q
r

)
(6.28)

In general this of course depends on the dr’s, but in our example there are
enough zeroes to fix all differentials unambiguously, e.g.

E0,3
3 = ker

(
d2 : Z → 0

)/
img

(
d2 : 0 → Z

)
= Z (6.29)
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So we can continue infinitely, and since the nonvanishing (p, q) entries are
only for a finite range of p’s the tableaus have to stay the same at some point
(the spectral sequence collapses):

Ep,q
3 = Ep,q

4 = Ep,q
∞ =

q=3 Z

d3

''OOOOOOOOOOOOOOOO

d4 &&MMMMMMMMMMMMMMMMMMMMMM 0 0 0 0 Z
q=2 0 0 0 0 0 0

q=1 0 0 0 0 0 0

q=0 Z

OO

//
0 0 0 0 Z

p=0 p=1 p=2 p=3 p=4 p=5

(6.30)

So what does this tell us about the cohomology of SU(3)? Well Ep,q
∞ is

the associated graded complex to H∗(SU(3); Z). This means that there is a
filtration of H∗(SU(3); Z), i.e. a sequence of subgroups

H i(SU(3); Z) = F i
0 ⊃ F i

1 ⊃ · · · ⊃ F i
n ⊃ 0 (6.31)

such that the associated graded complex, i.e. the successive quotients are
Ep,q

∞ :

F p+q
p

/
F p+q

p+1 = Ep,q
∞ (6.32)

So pictorially you have to “sum up” the diagonals in the tableau Ep,q
∞ . For

example read off H3(SU(3); Z):

Ep,q
∞ =

q=3 Z
FFF

F 0 0 0 0 Z
q=2 0 0

HH
HH 0 0 0 0

q=1 0 0 0
FF

FF 0 0 0

q=0 Z

OO

//
0 0 0 0 Z

p=0 p=1 p=2 p=3 p=4 p=5

F 3
0 /F 3

1 = Z ⇒ F 3
0 = H3(SU(3); Z) = Z

F 3
1 /F 3

2 = 0 ⇒ F 3
1 = 0

F 3
2 /F 3

3 = 0 ⇒ F 3
2 = 0

F 3
3 /0 = 0 ⇒ F 3

3 = 0

(6.33)

Thus we find

H i
(
SU(3); Z

)
=

{
Z i = 0, 3, 5, 8
0 else

(6.34)
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6.4 The Atiyah–Hirzebruch Spectral Sequence

So how does this spectral sequence technology help us to compute interesting
K–groups? There is a spectral sequence to compute any generalized coho-
mology from ordinary cohomology, the Atiyah–Hirzebruch–Whitehead spec-
tral sequence. Specializing to K–theory this sequence is known as Atiyah–
Hirzebruch spectral sequence (AHSS), derived in [7].

Theorem 15 (Atiyah Hirzebruch S.S.). Let X be a finite CW complex
(or compact manifold). Then there is a spectral sequence with

Ep,q
2 =

{
Hp(X; Z) q even

0 q odd
(6.35)

converging to K i(X).

Consider X = RP5 as an example. First note that each Ep,q
r tableau is

2–periodic in q. Then each second row is zero, so only the dr with r even can
possibly change the tableau. Thus

Ep,q
2 = Ep,q

3 =

...
...

...
...

q=2 Z 0 Z2

d3

''OOOOOOOOOOOOOOO 0 Z2 Z
q=1 0 0 0 0 0 0

q=0 Z

OO

//
0 Z2 0 Z2 Z

p=0 p=1 p=2 p=3 p=4 p=5

(6.36)

There is one d3 where not either domain or range vanish automatically. How-
ever there is no group homomorphism Z2 → Z except the zero map, and thus

Ep,q
5 =

q=4 Z

d5

%%KKKKKKKKKKKKKKKKKKKKKKKKKKKKK 0 Z2 0 Z2 Z
q=3 0 0 0 0 0 0

q=2 Z 0 Z2 0 Z2 Z
q=1 0 0 0 0 0 0

q=0 Z

OO

//
0 Z2 0 Z2 Z

p=0 p=1 p=2 p=3 p=4 p=5

(6.37)

Now assume d5 : Z → Z, x 7→ nx is not the zero map (n 6= 0). Then we
would have E0,4

6 = E0,4
∞ = 0 and E5,0

6 = E5,0
∞ = Zn. Compare this with

theorem 4: The free part of Hp(X; Z) has to appear in K i(X). This shows
the following
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Theorem 16. In the AHSS the higher differentials dr : Ep,q
r → Ep+r,q−r+1

r do
not change the free parts Ep,q

r+1,Free. With other words img(d3) ∈ Ep+r,q−r+1
r,Tor

or d3 ⊗ Q = 0.

So we find

Ep,q
∞ =

q=4 Z
FFF

F 0
FF

FF Z2 0 Z2 Z
q=3 0 0

FFF 0
FF

FF 0 0 0

q=2 Z 0 Z2
FFF 0

FF
FF Z2 Z

q=1 0 0 0 0
FFF 0

FFF
F 0

q=0 Z

OO

//
0 Z2 0 Z2 Z

p=0 p=1 p=2 p=3 p=4 p=5

(6.38)

So there is a filtration (ignoring the odd rows) K(RP5) = F 0
0 ⊂ F 0

1 ⊂ F 0
2 ⊂ 0

with

F 0
0 /F 0

1 = Z ⇒ F 0
0 = Z ⊕ Z2 ⊕ Z2 or Z ⊕ Z4

F 0
1 /F 0

2 = Z2 ⇒ F 0
1 = Z2 ⊕ Z2 or Z4

F 0
2 /0 = Z2 ⇒ F 0

2 = Z2

(6.39)

So we cannot resolve the extension ambiguity! In fact one can fix this am-
biguity by using properties of the tensor product (see e.g. [30] for details).
The answer is

Ki(RP5) =

{
Z i = 1

Z ⊕ Z4 i = 0
(6.40)

6.5 The order of the torsion subgroup

So far the only difference between K(X) and H ev(X; Z) we saw in examples
was in eq. 6.40. There in both cases the torsion subgroup was of order 4 but
came with the two different group structures (either Z2 ⊕ Z2 or Z4).

Can one give a simple example where the order of the torsion subgroup
is actually different? This is indeed possible but of course not by analyzing
the AHSS, where the higher differentials are very hard to determine. In-
stead we use a relatively special property of complex K–theory, the Künneth
theorem [3]:

0 −→
⊕

i+j=m

Ki(X) ⊗ Kj(Y ) −→ Km(X × Y ) −→

−→
⊕

i+j=m+1

Tor
(
Ki(X), Kj(Y )

)
−→ 0 (6.41)
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where all indices are modulo 2. This is the same as the Künneth theorem in
ordinary cohomology, just with H instead of K.

Now let us apply this to X × Y = RP3 ×RP5. The K–groups of RP3 are
just

Ki(RP3) =

{
Z i = 1

Z ⊕ Z2 i = 0
(6.42)

this is an easy application of the AHSS. The K–groups of RP5 were deter-
mined in eq. 6.40, so the Künneth theorem yields

0 −→
[

Z⊗
(

Z⊕Z4

)]
⊕

[(
Z⊕Z2

)
⊗Z

]
−→ K1(RP3 × RP5) −→ Z2 −→ 0

q
Z ⊕ Z ⊕ Z4 ⊕ Z2

0 −→
[

Z⊗Z

]
⊕

[(
Z⊕Z2

)
⊗
(

Z⊕Z4

)]
−→ K0(RP3 × RP5) −→ 0 −→ 0

q
Z ⊕ Z ⊕ Z4 ⊕ Z2 ⊕ Z2

(6.43)

There is an ambiguity for K1. We can fix it by the following result (see [66,
60])

Theorem 17. Let X be an even–dimensional orientable manifold. Then the
is a duality between the torsion parts of K0 and K1:

K0(X)Tor = K1(X)Tor (6.44)

This fixes the above ambiguity and we arrive at the following result:

K1(RP3 × RP5) = Z2 ⊕ Z4 ⊕ Z2
2

K0(RP3 × RP5) = Z2 ⊕ Z4 ⊕ Z2
2 (6.45)

Compare this with the ordinary cohomology of RP3 × RP5 which one can
determine analogously by Künneth theorem and Poincaré duality:

H i(RP3×RP5) =





Z i = 8
Z2 ⊕ Z2 i = 7

Z2 i = 6
Z ⊕ Z2

2 i = 5
Z2 ⊕ Z2 i = 4
Z ⊕ Z2 i = 3
Z2 ⊕ Z2 i = 2

0 i = 1
Z i = 0

⇒
{

Hev(RP3 × RP5) = Z2 ⊕ Z5
2

Hodd(RP3 × RP5) = Z2 ⊕ Z5
2
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(6.46)

So especially the order |K(RP3×RP5)Tor| = 16 while |Hev(RP3×RP5)Tor| =
25

6.6 Computation: The Quintic

6.6.1 Lefschetz Hyperplane Theorem

Of course real projective spaces are not possible string theory backgrounds,
even if one were to give up supersymmetry. In fact RP5 is not spin, and the
RP2n are not even orientable.

Really we would like to compactify on a Calabi–Yau manifold, which
would preserve the minimum supersymmetry in 4 dimensions. Now almost
all known Calabi–Yau manifolds are hypersurfaces or complete intersections
in toric varieties. Unfortunately those will not have torsion in H ev, and
therefore by theorem 4 torsion free K–groups. Here the torsion in H ev can
be determined by the

Theorem 18 (Lefschetz Hyperplane Theorem). Let X be a dimC(X) =
n dimensional compact, complex manifold and let V ⊂ X a hypersurface
given as the zero–set of a positive line bundle (i.e. by a polynomial equation).
Then

Hi(V ; Z) = Hi(X; Z) ∀ i ∈ 0, . . . , n − 2 (6.47)

So especially for V a complex 3 fold (n = 4) we have

H1(X; Z)Tor = H1(V ; Z)Tor ⇒ H2(X; Z)Tor = H2(V ; Z)Tor

H2(X; Z)Tor = H2(V ; Z)Tor ⇒ H3(X; Z)Tor = H3(V ; Z)Tor (6.48)

using the Universal Coefficient Theorem. But Poincaré duality then deter-
mines all the torsion in H∗(V ; Z).

6.6.2 The Quintic

So we need a Calabi–Yau manifold with torsion in the ordinary cohomology
groups (this discussion is based on [16]). An example for this is the quo-
tient of some Calabi–Yau (with torsion free cohomology) by a freely acting
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holomorphic group action. For example take the Fermat quintic

Q
def
=

{
[z0 : z1 : · · · : z4]

∣∣∣
4∑

i=0

z5
i = 0

}
⊂ CP4 (6.49)

with the G = Z5 group action

g
(
[z0 : z1 : · · · : z4]

)
= [z0 : αz1 : α2z2 : α3z3 : α4z4], α = e

2πi
5 (6.50)

The group G acts freely on Q: The only fixed point [1 : 0 : 0 : 0 : 0] ∈ CP4

of the ambient space is missed by the hypersurface eq. 6.49. Therefore the

quotient X
def
= Q/G is again a smooth manifold.

Now we need the cohomology groups of the quotient X to apply the
AHSS. Since the quintic Q was simply connected (as is every complete inter-
section), we can determine the quotient’s fundamental group from the long
exact homotopy sequence (for Q as a bundle over Q with fiber G):

· · · → π1(G)︸ ︷︷ ︸
=0

→ π1(Q)︸ ︷︷ ︸
=0

→ π1(X) → π0(G)︸ ︷︷ ︸
=G

→ π0(Q)︸ ︷︷ ︸
=0

→ π0(X)︸ ︷︷ ︸
=0

(6.51)

Since Q is a complete intersection, h1,1(Q) = h1,1(CP4) = 1. The quotient
X is still Kähler (the Kähler class ω = ∂∂̄ log ||Z||2 is G-invariant), so that
h1,1(X) = h1,1(Y ) = 1.

The complex structure deformations h2,1(Q) correspond to the monomials
modulo PGL(4) (the automorphisms of the ambient space) and rescaling of
the equation. Here there are

(
5+5−1

5

)
= 126 monomials, and |PGL(4)| = 24.

Therefore h2,1(Q) = 126−24−1 = 101. The complex structure deformations
of the quotient are the G-invariant monomials, straightforward counting gives
26. But now by treating every coordinate separately in the G-action the
full PGL(4) is broken to the diagonal subgroup (4 parameters). Therefore
h2,1(X) = 26− 4− 1 = 21. An independent way (which does not rely on the
rather naive counting of complex structure deformations) is to calculate the
Euler number

χ(Q) = 2
(
h2,1(Q) − h1,1(Q)

)
= 200

⇒ χ(X) = χ(Q/G) =
1

|G|χ(Q) = 40 = 2
(
h2,1(X) − h1,1(X)

)

⇒ h2,1(X) = 21 (6.52)
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This can be summarized in the Hodge diamond

hp,q(X) =

1
0 0

0 1 0
1 21 21 1

0 1 0
0 0

1

(6.53)

Now we have to find the torsion part of the cohomology groups. For every
manifold H1(X; Z) is torsion free, since the torsion part is dual to the tor-
sion part in H0(X; Z) = Z. Furthermore H1(X; Z) is the abelianization of
π1(X) = Z5 which was already abelian. Therefore H1(X; Z) = Z5. By the
universal coefficient theorem H2(X; Z)tors ' H1(X; Z)tors = Z5.

The hard part is the torsion in H3 (Poincaré duality then determines the
rest). We are going to use the following sequence [26]:

0 → Σ2 → H2(X; Z) → H2(Z5) → 0 (6.54)

where Σ2 is the image of π2(X) in H2(X; Z). With other words Σ2 are the
homology classes that can be represented by 2–spheres.

So we need to determine π2(X) first. We know that on the covering space
π2(Q) = H2(Q) = Z (The Hurewicz isomorphism theorem) since Q is simply
connected. But every map f : S2 → X can be lifted to f̃ : S2 → Q since the
S2 is simply connected. That is the S2 cannot wrap the nontrivial S1 ⊂ X.
More formally we can use the homotopy long exact sequence:

· · · → π2(G)︸ ︷︷ ︸
=0

→ π2(Q) → π2(X) → π1(G)︸ ︷︷ ︸
=0

→ · · · (6.55)

to show that π2(X) = π2(Q) = Z.
The group homology H2(Z5) = 0, therefore eq. (6.54) determines an iso-

morphism Σ2 ' H2(X; Z). We know already that the free part H2(X, Z)free =
Z from the Hodge diamond. But then the map π2(X) → Σ2 must have been
injective since the domain is Z and the image at least Z. Therefore Σ2 = Z
and the torsion part H3(X; Z)tors ' H2(X, Z)tors = 0.

We have seen that

H i(X, Z) =





Z i = 6
Z5 i = 5
Z i = 4

Z44 i = 3
Z ⊕ Z5 i = 2

0 i = 1
Z i = 0

(6.56)
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A more systematic way to compute the (co)homology of the quotient is the
Cartan–Leray spectral sequence (theorem 30) as was pointed out in [18, 19].

6.6.3 K–theory of the quotient

From the AHSS it is obvious that either the Z5 torsion part survives to K–
theory or vanishes (there is no subgroup except the trivial group). Therefore
K(X)tors = Z5 or 0. We can fix this ambiguity by the following

Theorem 19. H2(X; Z)Tor 6= 0 ⇒ K(X)Tor 6= 0

Proof. Let H2(X; Z)Tor 6= 0. Since H2(X; Z) classifies line bundles (eq. 4.21)
there exists a

E ∈ Vect1
C
(X) : 0 6= c1(E) ∈ H2(X; Z)Tor (6.57)

We will show that 0 6= [E] − [1] ∈ K(X) is torsion. This naturally consists
of two steps:

1. By assumption c([E] − [1]) = 1 + c1(E) ∈ Hev(X; Z) does not vanish.
But the total Chern class (eq. 4.26) is a group homomorphism, and
therefore [E] − [1] 6= 0.

2. The image c1(E) in H2(X; Q) vanishes. Therefore

ch([E]− [1]) = ch(E)− ch(1) = ec1(E) − 1 = 0 ∈ Hev(X; Q) (6.58)

But then [E] − [1] ∈ K(X)Tor: Otherwise you could complete it to a
basis for K(X)Free, and the Chern isomorphism (theorem 4) maps a
basis of K(X)Free to a basis of Hev(X; Q).

Using Chern isomorphism and duality this determines the K–groups of
X = Q/G completely:

Ki(X) =

{
Z44 ⊕ Z5 i = 1
Z4 ⊕ Z5 i = 0

(6.59)
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Bott Periodicity

In this chapter I will explain the missing link: The periodicity that allows
us to complete the “half” long exact sequence in K–theory into the complete
long exact sequence. For this I will use a technical connection with Clifford
algebras. Indeed we will see that the periodicity with order 8 for real and 2
for complex K–theory is precisely the periodicity known for real and complex
Clifford algebras. This connection with Clifford algebras will be useful to
actually compute various K–groups.

7.1 Clifford Algebras

The Clifford algebras are the well–known γ–matrix algebra for arbitrary di-
mension and signature:

Definition 6. The Clifford algebra C
p,q
R

is the real algebra generated by
γ1, . . . , γp+q subject to the relations

γiγj = −γjγi ∀ i 6= j
γ2

i = −1 ∀ i ∈ {1, . . . , p}
γ2

i = +1 ∀ i ∈ {p + 1, . . . , p + q}
(7.1)

Furthermore let its complexification

C
p
C

def
= C

p,0
R

⊗R C ' C
0,p
R

⊗ C (7.2)

The complexification does not depend on the signature: If γ2 = −1 then
(iγ)2 = 1. Let us compute a few examples. Obviously C

0,0
R

= R. The first
interesting cases are

C
1,0
R

= R[γ]
/
(γ2 + 1 = 0) = C

C
0,1
R

= R[γ]
/
(γ2 − 1 = 0) = R[γ]

/(
(γ + 1)(γ − 1) = 0

)
(7.3)

= (γ − 1)R ⊕ (γ + 1)R = R ⊕ R

55
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The notation here keeps track of how the multiplication works: Both C and
R⊕R can be thought of as pairs of real numbers and componentwise addition.
But the multiplication is either “as complex numbers” or componentwise, and
those possibilities are not related by a basis transformation.

Determining all Clifford algebras is essentially a finite task thanks to the
following identities (see [6, 44]):

Proposition 3.

C
p+n,q+n
R

' Mat2n

(
C

p,q
R

)
(7.4)

and

C
p+8,q
R

' C
p,q+8
R

' Mat16

(
C

p,q
R

)
(7.5)

So all Clifford algebras are determined by the following table:

n C
n,0
R C

0,n
R

0 R R
1 C R ⊕ R
2 H Mat2(R)
3 H ⊕ H Mat2(C)
4 Mat2(H) Mat2(H)
5 Mat4(C) Mat2(H) ⊕ Mat2(H)
6 Mat8(R) Mat4(H)
7 Mat8(R) ⊕ Mat8(R) Mat8(C)

Table 7.1: List of Clifford algebras

7.2 Clifford Modules and K–theory

In physics the Clifford algebra usually appears as a matrix algebra acting on
spinor fields. But physics never really depends on the explicit form of the
chosen matrices, they only have to satisfy the (anti)commutator relations.
So we should think of the γ–matrices as one special representation of the
abstract Clifford algebra. Generalizing this we can consider Clifford algebras
acting on arbitrary vector bundles, not only the spin bundle:

Definition 7. A C
p,q
R

vector bundle on a space X is a pair (E, ρ) where
E ∈ Vect

R
(X) and ρ : C

p,q
R

→ End(E) is an algebra homomorphism (repre-
sentation of the Clifford algebra); Let Vectp,q

R
(X) be the set of such bundles.
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Note that the Clifford algebra acts fiberwise: ρ(γi)(Ex) ⊂ Ex. Now
one can define the Grothendieck group of such bundles, however we need
something more elaborate. For this we require more structure on the bundles:

Definition 8. A gradation on a C
p,q
R

vector bundle (E, ρ) ∈ Vectp,q
R

(X) is a
map η : E → E (i.e. η ∈ End(E)) such that

• η2 = 1

• ηρ(γi) = −ρ(γi)η ∀ i ∈ {1, . . . , p + q}

Now KOp,q(X) is roughly the “Grothendieck group of gradations”:

Definition 9. KOp,q(X) is the group generated by triples (E, η1, η2) where
E ∈ Vectp,q

R
(X), and η1,2 are gradations on E subject to the relations

• (E, η1, η2) + (F, ξ1, ξ2) = (E ⊕ F, η1 ⊕ ξ1, η2 ⊕ ξ2)

• (E, η1, η2) = 0 if η1 is homotopic to η2 within the gradations of E.

Although the definition does not talk of “isomorphism classes of vector
bundles” it does really only depend on the triples up to isomorphism, for
more details consult [44]:

Lemma 3. We have the following identities in KOp,q(X):

(E, η1, η2) + (E, η2, η1) = 0 (7.6)

E ' E ′, η1 ' η′
1, η2 ' η′

2 ⇒ (E, η1, η2) = (E ′, η′
1, η

′
2) ∈ KOp,q(X)

(7.7)

(E, η1, η2) + (E, η2, η3) = (E, η1, η3) (7.8)

As a consequence we get

Proposition 4. Any element of KOp,q(X) can be represented by a triple
(E, η1, η2).

Proof. This is a easy consequence of the previous lemma:

KOp,q(X) 3 (E, η1, η2) − (F, ξ1, ξ2) =

= (E, η1, η2) + (F, ξ2, ξ1) = (E ⊕ F, η1 ⊕ ξ2, η2 ⊕ ξ1) (7.9)
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Here is another way to think about KOp,q(X). A C
p,q
R

vector bundle

(E, ρ) with graduation η can be thought of as a C
p,q+1
R

vector bundle (Ê, ρ̂) by
taking ρ̂(γp+q+1) = η. So the possible gradations on (E, ρ) ∈ Vectp,q

R
(X) are

in one–to–one correspondence with the possible C
p,q+1
R

–module structures.
Therefore (see [43, 44]):

Theorem 20. KOp,q(X) can also be described by triples (E,F, α) where
E,F ∈ Vectp,q+1

R
(X) and the vector bundle map α with α(E) = F is an

isomorphism of the underlying C
p,q
R

vector bundles.

What is the relation now with the obvious Grothendieck group of C
p,q
R

vector bundles and why did we choose such a complicated definition? Let
KO(p,q)(X) be the obvious Grothendieck group of Vectp,q

R
(X), then KOp,q(X)

is defined to fit into the exact sequence

KO(p,q+1)(X × R) → KO(p,q)(X × R) →
→ KOp,q(X) → KO(p,q+1)(X) → KO(p,q)(X) (7.10)

Grothendieck group of C
p,q
R

vector bundles

In section 7.3 we will see what the groups KOp,q(X) are in terms of ordi-
nary K–groups. And indeed they are different from the KO(p,q)(X). As an
example let us determine the KO(0,q)(X) since this will be important later
on.

Let us start with KO(0,0)(X). This is the Grothendieck group of vector
bundles with an action of C

0,0
R

= R, that is multiplication by a real scalar. So
obviously KO(0,0)(X) = KO(X), the Grothendieck group of ordinary vector
bundles.

Now more interesting is KO(0,1)(X), which is generated by vector bundles
with an action of C

0,1
R

= R⊕R. Especially there are the two orthogonal pro-
jectors (1, 0) and (0, 1) ∈ C

0,1
R

. So every C
0,1
R

vector bundle (E, ρ) decomposes
into

E = E1 ⊕ E2
def
=

(
ρ(1, 0)E

)
⊕

(
ρ(0, 1)E

)
(7.11)

The subbundles E1, E2 are otherwise independent and we conclude that
KO(0,1)(X) = KO(X) ⊕ KO(X).

Finally consider KO(0,2)(X), i.e. vector bundles with C
0,2
R

= Mat2(C)
action. In the following section we will see that those are the same as vector
bundles with C action (lemma 4). But a real vector bundle with an action
of C is nothing but a complex vector bundle, thus KO(0,2)(X) = K(X).
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The other KO(0,q)(X) are determined analogously from the Clifford alge-
bra in table 7.1 and inherit the same periodicity, they are listed in table 7.2.
We can turn the KO(p,q)(X) into a cohomology theory by the usual definition

KO(0,0)(X) = KO(X) KO(0,1)(X) = KO(X) ⊕ KO(X)
KO(0,2)(X) = KO(X) KO(0,3)(X) = K(X)
KO(0,4)(X) = KH(X) KO(0,5)(X) = KH(X) ⊕ KH(X)
KO(0,6)(X) = KH(X) KO(0,7)(X) = K(X)

Table 7.2: List of the C
0,q
R

K–groups

KO(p,q),−i(X) = KO(p,q)(X × Ri) (7.12)

but table 7.2 and its analog for p 6= 0 makes it clear that we will not gain
anything new.

The Basepoint

Remember that we want to describe spaces with basepoint, and for them
the natural cohomology theory is reduced cohomology. The difference is of
course minor: The restriction of the bundles (with whatever structure they
also carry) has to be trivial over the basepoint ∗ ∈ X. Thus the reduced

K–theory K̃O
p,q

(X) is either described by

1. the triples (E, η1, η2) such that η1|E∗ = η2|E∗ .

2. the triples (E,F, α) such that E∗ = F∗ as C
p,q+1
R

modules.

7.3 The Periodicity

I will not prove the periodicity with mathematical rigor, rather I will try to
present some of the results that lead to it since they will be important in the
following. The first is

Theorem 21. KOp,q(X) depends only on p − q mod 8.

This is the origin of the 8 in the periodicity, and it is really coming from
the Clifford algebras. But this is not so trivial since the Clifford algebra are
not really periodic mod 8, instead they satisfy eq. 7.5. The theorem follows
from the following lemma:

Lemma 4. The following semigroups are isomorphic:
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1. S1
def
= equivalence classes of C

p,q
R

vector bundles.

2. S1
def
= equivalence classes of C

p,q
R

vector bundles with action of Matn(R).

The same is true without the C
p,q
R

action.

Proof. Let E be a vector bundle with an action ρ : Matn(R) → End(E). Let
eij ∈ Matn(R) be the matrix with entries 1 at position (i, j) and 0 otherwise.
Then

E = ρ(1)E = ρ

(
n∑

i=1

eii

)
E =

n⊕

i=1

ρ(eii)E
def
=

n⊕

i=1

Ei (7.13)

Furthermore the permutation matrices πij = 1−eii−ejj+eij+eji (exchanging
entry i and j) are invertible and thus induce isomorphisms

E ' ρ(πij)E ⇒ E1 ' E2 ' · · · ' En (7.14)

With this in mind the following maps are the desired isomorphisms:

S1 → S2, E 7→
(

n⊕

i=1

E, ρ

)
(7.15)

S2 → S1,

(
n⊕

i=1

Ei, ρ

)
7→ E1 (7.16)

The case with C
p,q
R

action is analogous.

The next theorem is really the fundamental one, and its generalisation
(theorem 25) will be important in the following chapters.

Theorem 22.

KOp,q+1(X) = KOp,q(X × R) (7.17)

The proof is very technical and can be found in [44].
Now we only need a way to make contact with the ordinary K–theory to

get the periodicity there. The key is to understand KO0,0(X) 3 (E, η1, η2).
The gradations ηi only have to satisfy η2

i = 1 since there are no Clifford
algebra generators (gamma matrices). So we can decompose each fiber of
E into irreps of Z2. Of course we cannot simultaneusly diagonalize η1 and
η2 — but we can do so after stabilisation! Let 1 = 1rk(E) denote the trivial
gradation on E, then

(E, η1, η2) = (E ⊕ E, η1 ⊕ 1, η2 ⊕ 1) = (E ⊕ E, η1 ⊕ 1,1 ⊕ η2) =

= (E, η1,1) + (E,1, η2) = (E, η1,1) − (E, η2,1) (7.18)
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Let (up to a choice of basis)

ηi = diag(

ni︷ ︸︸ ︷
−1, . . . ,−1, 1, . . . , 1) (7.19)

Then

(E, ηi,1) =
(
ker(1 + ηi),−1ni

,1ni

)
+

+
(
ker(1 − ηi),1rk(E)−ni

,1rk(E)−ni
) =

=
(
ker(1 + ηi),−1ni

,1ni

)
(7.20)

So every class can be decomposed into a difference of triples (E,−1,1). With
this representation we can define maps

KO0,0(X) → KO(X), (E,−1,1) − (F,−1,1) 7→ [E] − [F ]

KO(X) → KO0,0(X), [E] − [F ] 7→ (E,−1,1) − (F,−1,1) (7.21)

Those maps are obviously inverse of each other; We have shown

Theorem 23.

KO0,0(X) = KO(X) (7.22)

Armed with these results Bott periodicity follows:

Theorem 24 (Bott Periodicity).

KO−n−8(X) = KO−n(X) ∀ n ∈ Z≥ (7.23)

Proof.

KO−n−8(X) = KO(X × Rn+8) = KO0,0(X × Rn+8) =

= KO0,n+8(X) = KO0,n(X) = KO−n(X) (7.24)
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Chapter 8

Equivariant K–theory

8.1 Equivariant Vector Bundles

So far we only considered K–theory on ordinary spaces. But in string theory
most solvable compactifications are not bona fide manifolds, but orbifolds.
For us an orbifold is a quotient X/G of a manifold X by a discrete group
such that the fields are equivariant. Equivariant means that the fields are
not invariant, but rather transform with some representation of G: ϕ(gx) =
r(g)ϕ(x). The fields that do not transform with the trivial representation
(that is those that are not single-valued on the quotient X/G) are called
twisted sector fields.

So rather than being sections of ordinary bundles on the topological quo-
tient X/G, physics is described by bundles on the original space X that
transform with G:

Definition 10. Let X be a G–space, i.e. a space with G–action. An equiv-
ariant vector bundle E on X is a ordinary vector bundle together with a group
action

E
π //

g

²²

X

g

²²
E

π // X

(8.1)

So there is a matrix–valued function r(g, x) acting on the fibers as

Egx = r(g, x)Ex (8.2)

You can add equivariant vector bundles as usual; By the same Grothendieck
group construction as before we can turn this semigroup into a group. This

63
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group is called equivariant K–theory and denoted KG(X) for complex bundles
or KOG(X) for real bundles.

There is the obvious map KOG(X) → KO(X) forgetting the group ac-
tion. But it is in general neither surjective nor injective: A given (ordinary)
vector bundle might not allow a group action that is compatible with the
group action on the base, or might allow two inequivalent group actions.
However there are two important special cases when we may say more:

1. If the G–action on the base X is trivial then the forgetting map is onto.
Moreover you can pick x0 ∈ X and decompose r(·, x0) into irreducible
representations of G. Up to a choice of basis the irreps determine the
action, therefore

KG(X) = K(X) ⊗ R(G) KOG(X) = KO(X) ⊗ RO(G) (8.3)

where R(G) resp. RO(g) is the real representation ring (resp. real
representation ring) of G.

2. If the G–action is free then you can choose a basis for Ex and Egx such
that r(x, g) = 1. Thus

KG(X) = K(X/G) KOG(X) = KO(X/G) (8.4)

or more generally KH×G(X) = KH(X/G).

Unfortunately already quite simple equivariant groups can be surprisingly
hard to compute if the group action is neither trivial nor free on the base. For
example a physically interesting question would be to compute KOZ2(Rp,q)
where Rp,q is Rp+q with involution

Z2 × Rp+q → Rp+q,

(x1, . . . , xp, xp+1, . . . , xp+q) 7→ (−x1, . . . ,−xp, xp+1, . . . , xp+q) (8.5)

With our present tools (that is basically the definition and general properties
of cohomology theories) I do not know how to determine them completely.
However we can add more structure in addition to the group action, and this
will finally allow us to determine the KOZ2(Rp,q). This will be the topic of
the following sections.

8.2 real vs. Real K–theory

A nice unified treatment of real and complex K–theory was suggested in [4].
The idea is roughly to consider complex bundles together with an antiholo-
morphic involution. Depending on the details of the involution this contains
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the usual real and complex vector bundles as special cases. The most gen-
eral way to introduce this is simply replace “space” everywhere by “space
with involution”, together with suitable anti–linearity so that it generalizes
complex conjugation (Following [9] called “Real space”):

Definition 11. A Real space X is a (topological) space together with a con-
tinuous map τ : X → X such that τ ◦ τ = idX . If X, Y are Real spaces
then a Real map f : X → Y is a map of the underlying ordinary spaces that
commutes with τ .

A Real vector bundle is a complex vector bundle E → X (i.e. with total
space E and base X) such that E, X are Real spaces, E → X a Real map
and the involution τ |Ex

: Ex → Eτ(x) is anti–linear on the fibers:

τ
(
λv

)
= λ̄τ(v) ∀ λ ∈ C, v ∈ Ex (8.6)

You can add Real vector bundles, so by the usual Grothendieck construc-
tion we get Real K–theory KR(X).

The two special cases I mentioned earlier are whether the involution acts
trivially or freely on the base space:

1. If τ : X → X is trivial (τ(x) = x) then Real vector bundles on X are
the same as real vector bundles. One can see this as follows: Given a
Real vector bundle E the involution τ maps each fiber into itself, so
you can define the τ–invariant subbundle ER. This is an ordinary real
vector bundle with rkR(ER) = 1

2
rkR(E).

Conversely given an ordinary real vector bundle F you can form its
complexification F ⊗R C, that is the complex vector bundle you can
build out of the GL(n, R) transition functions. The complex conjuga-
tion on F ⊗R C is the usual complex conjugation on the fibers. This
is well–defined precisely because the a priori GL(n, C) transition func-
tions are in GL(n, R) ⊂ GL(n, C).

Complexification and taking the real subbundle are mutually inverse,
therefore

KR∗(X) = KO∗(X) (8.7)

2. If X = Y t Y (disjoint union) with τ(y1, y2) = (y2, y1) exchanging the
components, then Real vector bundles on X are the same as complex
vector bundles on Y and therefore KR∗(X) = K∗(Y ). The correspon-
dence is obviously by restricting a bundle on X to one copy of Y .
Conversely if you are given a bundle E on Y you can form the bundle
E t Ē on X, this is obviously the inverse.
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Note that it is not sufficient for τ to act freely. For example take
X = S1×S1 with the involution the antipodal map on the first S1 and
the identity on the second S1. Then X/τ = S1 × S1 = T 2 and

KR(X) = Z ⊕ Z2 6= Z ⊕ Z = K(T 2) (8.8)

By now we have seen enough computational tools to confirm the above
result for K(T 2) easily, but how to compute KR(X)? For this one has
to realize that KR(X) = KSC(S1) (this is the definition of K–theory
for self–conjugate bundles KSC, compare [4]) and the KSC–groups
for spheres are known (see [4, 32, 10]).

In string theory a background spacetime that comes only with a Z2 group
action would be an orbifold, as in the previous section. But there is the possi-
bility to combine the geometric group action with orientation reversal of the
string worldsheet (also called parity). If one investigates the induced action
on the Chan–Paton factors (see [31]) one realizes that this just amounts to
complex conjugation in the above sense. Such a model is called an orien-
tifold and one can check that the K–groups agree with the possible D–brane
charges, see [35].

8.3 Equivariant Real Bundles

Now that we have defined Real K–theory and equivariant K–theory the ob-
vious thing to do is to combine them. There is a more subtle point that is
not so obvious: instead of just making Real K–theory equivariant, we will do
equivariant K–theory for Real spaces. Especially we allow for Real groups,
that is groups together with an involution:

Definition 12. A Real group G is a group with involution τ : G → G such
that

τ(g1)τ(g2) = τ(g1g2) ∀ g1, g2 ∈ G (8.9)

An equivariant Real vector bundle E is then a Real vector bundle on
which the Real group G acts by a Real map. For v ∈ Ex this means (gv ∈ Egx,
τ(v) ∈ Eτ(x)):

τ
(
g
(
λv

))
= τ

(
λg

(
v
))

= λ̄τ
(
gv

)
= λ̄τ(g)τ(v) ∀ λ ∈ C, g ∈ G (8.10)

Another point of view is the following: Take as group Z2 × G and let the
subgroup {0} × G act by complex linear maps on the underlying complex
vector bundle, and the subgroup {1} × G by complex antilinear maps. This
suggests the following generalization:
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Definition 13. Let H be a group and θ : H → Z2 a group homomorphism
(the augmentation map). Then a H–equivariant Real vector bundle (E, ρ) is
a complex vector bundle E together with a group action ρ : H → End(ER)
on the underlying real vector bundle such that ∀ h ∈ H:

• ρ(h) is complex linear if θ(h) = 0.

• ρ(h) is complex antilinear if θ(h) = 1, i.e.

ρ(h)
(
λv

)
= λ̄ρ(h)

(
v
)

∀ λ ∈ C, v ∈ Ex0 (8.11)

The Grothendieck group of such bundles is then equivariant Real K–
theory KRH(X). The notation is such that the group includes the Z2–
involution. So in section 8.2 we should have called the Real K–theory
KRZ2(X). Note that there are two different notations in the literature,
ours is the of [45, 54] while [4] does not include the involution in the group
subscript.

If you define Ẽnd(E) as the group of endomorphisms with augmentation θ

such that f ∈ Ẽnd(E) acts complex linear if θ(f) = 0 and complex antilinear
if θ(f) = 1 then the definition of Real vector bundles can be written as

follows: It is a complex vector bundle with an action ρ : H → Ẽnd(E). Here
ρ is a homomorphism of augmented groups, that is a group homomorphism
that is compatible with the augmentation.

The advantage of using these augmentations is that now also complex
K–theory is naturally included in Real K–theory, simply take θ : {1} → Z2

the trivial homomorphism θ(1) = 0. Or more generally

θ(g) = 0 ∀ g ∈ G ⇒ KR∗
G(X) = K∗

G(X) (8.12)

8.4 Equivariant Real Bundles and Clifford Al-

gebras

Finally let us include Clifford algebras. So let G be a group together with
a map θ : G → Z2 and an action on the Clifford algebra C

p,q
R

, that is every
g ∈ G acts by an real–linear augmentation map on the vector space spanned
by the γi that preserves the Clifford algebra:

g(γi)g(γj) = −g(γj)g(γi) ∀ i 6= j
g(γi)

2 = −1 ∀ i ∈ {1, . . . , p}
g(γi)

2 = +1 ∀ i ∈ {p + 1, . . . , p + q}
(8.13)
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Then a Real equivariant C
p,q
R

vector bundle is a Real equivariant vector bun-
dle E and a representation ρ : C

p,q
R

→ End(E) (complex–linear maps E → E)
compatible with the G actions:

r(g) ◦ ρ(γi) = ρ(gγi) ◦ r(g) ∀ g ∈ G (8.14)

To make this more precise rewrite the above equation with indices: Given
g ∈ G there is a matrix representing the action on the Clifford algebra
rγ
ij ∈ Mat(p + q, R) such that g(γi) = rγ

ijγj. Furthermore for each point
x ∈ X of the base space there is another matrix rnm : Ex → Egx representing
the group action on the fiber. In indices we have rnm ∈ Mat(rkR(E), R)
acting on the underlying real vector space of the complex vector space Ex.
Equation 8.14 then reads:

rnmρ(γi)mlvl = ρ(rγ
ijγj)nmrmlvl ∀ v ∈ Ex (8.15)

By the ordinary Grothendieck group construction we then get the equivariant
Real C

p,q
R

K–theory . But this notation hides the G–action on the Clifford
algebra, so instead let V is the G vector space spanned by the generators
γi ∈ C

p,q
R

and we will talk of equivariant Real C(V ) bundles.
Now as in section 7.2 we are not really interested in the ordinary Grothen-

dieck group but rather in the “Grothendieck group of gradations”. What is
a gradation in the equivariant context? We require that an equivariant Real

C
p,q
R

vector bundle with gradation is the same as a equivariant Real C
p,q+1
R

vector bundle. Here both Clifford algebras come with G actions, so we really
want that an equivariant Real C(V ) vector bundle with gradation is the
same as an equivariant Real C(V ⊕ 1) vector bundle. Here the 1 denotes the
one–dimensional vector space with the trivial group action. Because of that
we require that the gradation commutes with the group action.

Definition 14. Let V be the G–vector space spanned by the γi ∈ C
p,q
R

. Then
let KRV

G(X) be the free group generated by triples (E, η1, η2) (where E is an
equivariant Real C

p,q
R

vector bundle and η1, η2 two gradations) subject to the
relations as in definition 9.

If you replace Real by real everywhere you arrive at the analogous defi-
nition:

Definition 15. Let V be the G–vector space spanned by the γi ∈ C
p,q
R

. Then
let KOV

G(X) be the free group generated by triples (E, η1, η2) (where E is an
equivariant real C

p,q
R

vector bundle and η1, η2 two gradations) subject to the
relations above.



69

Examples

Let us consider a few examples to understand the definition. Let G = Z2 =
{1, τ} with θ = idZ2 and take the trivial Clifford algebra C

0,0
R

⇒ V = R0.
Then obviously

KRV
Z2

(X) = KR(X) (8.16)

Now for a more interesting example. Take G as above, but now acting
trivially on the base space (so without the Clifford algebra this would reduce
to KO–theory). Let V = Rp,q be the vector space spanned by the generators
of C

0,p+q
R

, the Z2–action being the usual on Rp,q. Then let (E, ρ) be a Real
vector bundle with C(V ) action.

Now we would like to restrict the bundle E to the τ–invariant subbundle
ER = ker(1 − τ) ⊂ E and thereby construct an isomorphism KRV

Z2
(X) →

KO0,p+q(X) as in eq. 8.7. But this only works if τ and ρ(γi) commute,
since otherwise the C(V ) action does not restrict to an action on ER. By
assumption and eq. 8.14

τ ◦ ρ(γi) = ρ(−γi) ◦ τ = −ρ(γi) ◦ τ ∀ i ∈ {1, . . . , p}
τ ◦ ρ(γi) = ρ(γi) ◦ τ ∀ i ∈ {p + 1, . . . , p + q} (8.17)

So only the C(R0,q) ⊂ C(V ) acts nicely on ER. The trick to make it work
is to define a new

ρ̃(γi) =

{
iρ(γi) ∀ i ∈ {1, . . . , p}
ρ(γi) ∀ i ∈ {p + 1, . . . , p + q} (8.18)

since this takes care of the extra minus sign (remember that τ is antilinear:

τ ◦ ρ̃(γi) = −iτ ◦ ρ(γi) = ρ̃(γi) ◦ τ ∀ i ∈ {1, . . . , p} (8.19)

But ρ̃ is no longer a representation of C
0,p+q
R

because

(
ρ̃(γi)

)2

= −1 ∀ i ∈ {1, . . . , p} (8.20)

However we can take ρ̃ to be a representation of C
p,q
R

. Obviously the assign-
ment ρ ↔ ρ̃ is invertible and to this end the old result eq. 8.7 generalizes
to

KRV
Z2

(X) = KOp,q(X) (8.21)

We can generalize this immediately if we let G = Z2 × H with H some
arbitrary other group, and θ : G → Z2 being the projection on the second
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factor. Because H commutes with the Z2 everything goes though in the same
way and we get:

KRV
Z2×H(X) = KOṼ

H(X) (8.22)

where now V generates C
0,p+q
R

and comes with a Z2 × H–action such that
the first factor Z2 acts as on Rp,q, and Ṽ generates C

p,q
R

and comes with the
induced H–action.

The fundamental Theorem

The generalization of theorem 22 is the following:

Theorem 25. Let V , W be the G vector spaces spanned by the generators
γi, γ̃j of two Clifford algebras, and let γ2

i = 1 (i.e. V generates C
0,q
R

). Then

KRW⊕V
G (X) = KRW

G (X × V ) (8.23)

The proof can be found in [45, 43] and will not be repeated here. But let
me describe the map that leads to the isomorphism:

An element of KRV ⊕W
G (X) is a tuple (E, g; v, w; η1, η2) where

1. E is the underlying complex vector bundle.

2. g stands for the group action on E.

3. v, w denote the Clifford algebra actions of the Clifford algebra gener-
ated by V and W on E.

4. η1, η2 are two gradations.

Then let S(V ) be the unit sphere in V , B(V ) the unit disk thought of as the
upper half sphere S(V ⊕ 1), see figure 8.1. So we can denote the points of
B(V ) by (v, ϕ) where ||v||2 = v2 = 1 and 0 ≤ ϕ ≤ π

2
. With this define

t : KRV ⊕W
G (X) → KRW

G

(
X × B(V ), X × S(V )

)
,(

E, g; v, w; η1, η2

)
7→

(
π∗(E), g; w; v cos(ϕ) + η1 sin(ϕ), v cos(ϕ) + η2 sin(ϕ)

)
(8.24)

Note that ξi
def
= v cos(ϕ) + ηi sin(ϕ) is again a gradation since

ξ2
i =

(
v cos(ϕ) + ηi sin(ϕ)

)2

= v2 cos2(ϕ) + η2
i sin2(ϕ) =

= cos2(ϕ) + sin2(ϕ) = 1 (8.25)
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ϕ

S(V ⊕ 1)

B(V )
v

Figure 8.1: B(V ) as half S(V ⊕ 1)

and it commutes with the G action: Let (x, v) ∈ X × B(V ) and let w(x,v) ∈
π∗(E)|(x,v) a vector over (x, v). Then

g ◦ ξi(w(x,v)) = g ◦
(
v cos(ϕ) + ηi sin(ϕ)

)
(w(x,v)) =

=
(
g(v) cos(ϕ) + ηi sin(ϕ)

)
◦ g(w(x,v)) =

=
(
g(v) cos(ϕ) + ηi sin(ϕ)

)
(g(w)(g(x),g(v))) =

= ξi

(
g(w)(g(x),g(v))

)
= ξi ◦ g(w(x,v)) (8.26)

Note that in eq. 8.25 we need v2 = 1, i.e. V generates C
0,q
R

as is one of the
prerequisites of the theorem.

8.5 KOZ2(Rp,q)

Now let us return to the computation of KOZ2(Rp,q) that was promised at
the end of section 8.1. This will be based on the following

Theorem 26. Let V = Rp+q,0 the span of the generators of C
p,q
R

, and let X
be a space with trivial Z2 action. Then

KOV
Z2

(X) = KO(p,q+1)(X) (8.27)
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Proof. Let g be the generator of Z2. It satisfies by eq. 8.14:

r(g)ρ(γi) = ρ(gγi)r(g) = −ρ(γi)r(g) (8.28)

So a Z2 equivariant C(V ) vector bundle E is the same as an ordinary

C(V ⊕ 1) vector bundle Ẽ by setting ρ(γp+q+1) = r(g).
But remember that KOV

Z2
(X) is generated by triples (E, η1, η2). By the

above remark we can turn E into a C
p,q+1
R

vector bundle, but then the ηi are
no longer gradations since they commute with ρ(γp+q+1) instead of anticom-
mute. However let

η̃i = r(g) ◦ ηi ∈ End(E) (8.29)

Note that for this to be in End(E), i.e. mapping fibers Ex to itself we needed
that the G action fixes the base X.

The η̃i now commute with the whole C(V ⊕ 1) action, so we can think
of them as gradations of a C

0,0
R

action on the C
p,q+1
R

vector bundle. By the
same argument that lead to theorem 23 (i.e. KO0,0(X) = KO(X)) we get
the analogous theorem with “real bundles” replaced by “real bundles with

C
p,q+1
R

action”.

This result enables us to dispose of one Z2 action: Given a space X with
trivial Z2 action we find:

KOZ2(X × Rp,q) = KRZ2×Z2(X × Rp,q) by eq. 8.22

= KRZ2×Z2(X × R0,q × Rp,0) first Z2 acts trivial

= KRV
Z2×Z2

(X × Rq) by theorem. 25

= KOṼ
Z2

(X × Rq) by eq. 8.22

= KO(Ṽ ⊕1)(X × Rq) by theorem 26

= KO(0,p+1)(X × Rq) (8.30)

where V is the Z2 ⊕ Z2 vector space where the first factor acts trivial, i.e.
as R0,p and the second factor as Rp,0, and C(V ) = C

0,p
R

. Ṽ is V with the
Z2 action coming from the second factor and generates the same Clifford
algebra.

Specializing to X being a single point we can now read off all K–groups
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from table 7.2:

KOZ2(Rp,q) =

q=7 0 0 0 0 0 0 0 0

q=6 0 0 Z Z2 Z2
2 Z2 Z 0

q=5 0 0 0 Z2 Z2
2 Z2 0 0

q=4 Z2 Z Z Z Z2 Z Z Z

q=3 0 0 0 0 0 0 0 0

q=2 Z2
2 Z2 Z 0 0 0 Z Z2

q=1 Z2
2 Z2 0 0 0 0 0 Z2

q=0 Z2

OO

//
Z Z Z Z2 Z Z Z

p=0 p=1 p=2 p=3 p=4 p=5 p=6 p=7

(8.31)
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Chapter 9

Twisted K–theory

9.1 D-branes, H-flux and Gerbes

So far we only considered D–branes in ordinary spacetime, that is a Rieman-
nian manifold. So of all NS–NS sector fields in the theory (see table 1.1) only
the metric had a non–trivial vacuum value, although there are more massless
bosonic modes. Specifically in the Type II (A and B) superstring NS–NS
sector there is in addition to the metric also an antisymmetric 2–tensor, the
Bµν .

What is the geometric interpretation of a 2-form field? Consider the
bosonic part of the nonlinear sigma model action (compare with eq. 1.1),
and ignoring factors of 2πα′:

S[f ] =

∫

Σ

d2V ol(G) +

∫

∂Σ

A +

∫

Σ

B (9.1)

The background fields enjoy the usual gauge symmetry A 7→ A+dΛ and the
“fancy gauge symmetry”

B 7→ B + dλ (9.2)

A 7→ A + λ

So we know how to interpret the usual gauge transformations: A is not really
a 1-form (i.e. not globally defined), but instead only defined locally (on each
coordinate patch). On overlapping coordinate patches the representing 1-
form may differ by a gauge transformation since gauge equivalent 1-forms
are physically equivalent.
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Pictorially we represent this as (see [29]):

Ω1 Ai → 0
↑

Ω0 Λij → 0
Ui Uij Uijk

(9.3)

where the indices i, j, ... are Čech indices for the open cover Ui, and Ωp

denotes the sheaf of differential p-forms. Moreover the vertical arrows are de
Rahm differentials (i.e. the usual d), and horizontal arrows Čech differentials
∂ (see 4.11). Finally the 0 denote equation imposed at that position. So
really eq. 9.3 contains the two equations

(
∂A

)
ij

= dΛij ⇔ Ai − Aj = dΛij (9.4)
(
∂Λ

)
ijk

= 0 ⇔ Λij + Λjk − Λik = 0 (9.5)

This is just the gauge transformation rule and the requirement for the trans-
formations to be well defined.

Actually eq. 9.3 is not quite right: we neglected charge quantization. By
the usual Dirac string argument we can actually measure

∮
A mod 2π (9.6)

in quantum mechanical experiments. So we have to ensure that the result
is ambiguous only up to multiples of 2π if we use different trivializations to
compute the same loop:

∮
Ai ≡

∮
Aj mod 2π ⇒

∮
dΛij ≡ 0 mod 2π (9.7)

Forcing Λij to be a single valued function would be too strong, we need to
allow all multiples of 2π as values of the circle integral. So really there is a
function

hij : Uij → U(1), Λij = d log hij (9.8)

So the improved version of the table in eq. 9.3 is the following:

Ω1 Ai → 0
↑

U(1) hij → 0

Ui Uij Uijk

(9.9)
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As a consequence of the equations in eq. 9.9 there is a globally well defined
2-form F = dAi = dAj. Furthermore F is obviously closed and therefore
defines a class in de Rahm cohomology H2

DR(X; R).
Now the B–field has an analogous Čech description: The Bi are locally

defined on each coordinate patch, and fit together on double overlaps up to
“fancy gauge transformations” eq. 9.2.

Ω2 Bi → 0
↑

Ω1 Ai → αij → 0

↑ ↑
U(1) hij → gijk → 0

Ui Uij Uijk Uijk`

(9.10)

Again we suppress necessary pull backs to the brane worldvolume, those will
not be important in the following.

The 0 ’s represent the equations

Bi − Bj = dαij (9.11)

αij + αjk − αik = d log gijk (9.12)

gjk` g−1
ik` gij` g−1

ijk = 1 (9.13)

those are the obvious analog of eq. 9.9. But there are more equations because
the A field also has to transform under the “fancy gauge transformations”.
Those equations are at the remaining two ¤’s:

Ai − Aj = αij + d log hij (9.14)

hjkh
−1
ik hij = gijk (9.15)

As above there is a globally defined closed 3-form field H = dBi.
Of course we know the geometric interpretation of eq. 9.9: A is the con-

nection of a U(1) principal bundle with transition functions hij, and F is
the curvature of the connection. By analogy B has to be the connection on
some other object with curvature H. This underlying object is called gerbe
(see [38] for more details).

Now for the U(1) gauge bundle the transition functions define a charac-
teristic class

[hij ] ∈ Ȟ1
(
X; U(1)

)
' Ȟ2

(
X; Z

)
(9.16)

This is of course nothing else than the first Chern class of the associated
complex line bundle. Its image in de Rahm cohomology is

[F ] ∈ H2
DR

(
X

)
(9.17)
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But [F ] alone carries less information than the first Chern class in Ȟ2(X; Z),
there may be nonisomorphic bundles with the same curvature F .

Similarly the gerbe comes with a characteristic class

[gijk] ∈ Ȟ2
(
X; U(1)

)
' Ȟ3

(
X; Z

)
(9.18)

and its image in de Rahm cohomology is [H] ∈ H3
DR(X). Since the map to

de Rahm cohomology loses information again there may be distinct gerbes
with the same curvature form H.

9.2 Twisted K–theory

Our goal is of course to describe the different D–brane charges in a given
background. Again we assume the validity of conjecture 1, that is we really
only have to consider spacetime filling D–branes. So fix a Riemannian man-
ifold and a B–field (a gerbe) on it. Then a U(1) gauge bundle on this is
almost a usual U(1) bundle, but instead of the cocycle condition the transi-
tion functions hij : Uij → U(1) satisfy

hjkh
−1
ik hij = gijk (9.19)

Call such a gauge bundle a twisted gauge bundle . As before we can use
the U(1) transition functions for a U(1) principal bundle or a complex line
bundle, so we may just as well talk about the associated (twisted) vector
bundle:

Definition 16. Let Ui be an open cover for X and fix a twist cocycle

gijk : Uijk → U(1) ∈ Ȟ
(
X; U(1)

)
(9.20)

A twisted (complex) vector bundle is then given by a set of U(n) transition
functions hij : Uij → U(n) subject to

hjkh
−1
ik hij = gijk (9.21)

From the transition function description of the Whitney sum eq. 2.7 it is
clear that this carries over to twisted bundles. Moreover the sum of two gijk

twisted vector bundles is again a gijk twisted vector bundle.
Now the gerbe has curvature H ∈ H3

DR(X), and by abuse of notation let
H also denote its characteristic class in Ȟ3(X; Z). Then we write VectH(X)
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for the semigroup of H twisted vector bundles. By the usual Grothendieck
group construction we arrive at twisted K–theory:

K [H](X)
def
= G

(
VectH(X)

)
(9.22)

One can show that twisted K–theory depends only on the cohomology class
of the twist cocycle.

Although the formal properties of twisted K–theory K [H](X) usually are
similar to ordinary K(X), there is one important difference. The usual K(X)
is a ring via the tensor product of vector bundles. However from the transition
function approach one can see that the tensor product of two twisted vector
bundles with twist class g

(1)
ijk, g

(2)
ijk is itself a twisted vector bundle with twist

class g
(1)
ijkg

(2)
ijk. With other words the characteristic classes add:

⊗ : VectH(1)

(X) × VectH(2)

(X) → VectH(1)+H(2)

(X) (9.23)

Since twisted K–theory contains the usual K–theory as special case H = 0
(i.e. gijk = 1) we can also say that K [H](X) is a K(X) module.

9.3 Obstruction to finite dimensionality

Although K [H](X) is again a nice cohomology theory it is not really “formal
differences of twisted vector bundles”. Only for H ∈ H3(X; Z)Tor can we
find finite dimensional twisted vector bundles (see [42, 65]), in general this
only works if we allow infinite dimensional fibers.

The reason is roughly the following: Associated to the short exact se-
quence of coefficient groups

0 → Z n→ Z → Zn → 0 (9.24)

where the second arrow is multiplication by n ∈ Z we get the long exact
sequence for cohomology groups

· · · → H2(X; Z) → H2(X; Zn)
β→ H3(X; Z)︸ ︷︷ ︸

3H

n→ H3(X; Z) → · · · (9.25)

Now given a rank n twisted bundle (i.e. the fiber is Cn) one can construct a
class y ∈ H2(X; Zn) such that β(y) = H. But going twice is zero in a long
exact sequence and therefore

nβ(y) = nH = 0 ⇒ H ∈ H3(X; Z)Tor (9.26)
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Here is how to construct the class y. Assume you have a twisted vector
bundle hij : Uij → U(n) with

∂hijk = hijhjkhki = gijk (9.27)

Then we can form SU(n) valued transition functions

h̃ij =
hij

(
det hij

) 1
n

def
= hijqij (9.28)

They of course also are not real transition functions but rather

h̃ijh̃jkh̃ki = gijkqijqjkqki
def
= yijk (9.29)

The yijk are really Zn valued (take the determinant of both sides) and they
are the Čech representative for the desired class y. Let us check this:

gijkqijqjkqki = yijk

⇒ log gijk + log qij + log qjk + log qki ≡ log yijk mod 2πiZ (9.30)

Now apply the Čech coboundary operator ∂:

⇒ log gjk` − log gik` + log gij` − log gijk =

= log yjk` − log yik` + log yij` − log yijk + ∂
(
· · ·

)
ijk`

(9.31)

The right hand side is β(y) + cocycle, the left hand side is H. Therefore as
desired

β(y) = H ∈ H3(X; Z) (9.32)

9.4 Branes on Group Manifolds

9.4.1 For Physicists

There is a very nice interplay between CFT and twisted K–theory if one stud-
ies D–branes on group manifolds, which I will try to describe here (see [28,
27]). Those can be described by the Wess–Zumino–Witten models and are
tractable theories because of the group action, even though they live on non-
trivial spaces with H–flux.
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So let G be some Lie group. Then the basic result about models on G is
that D–branes have to wrap on submanifolds that are conjugacy classes (or
twisted conjugacy classes, but those will not be important in the following)

Cu
def
=

{
huh−1

∣∣∣h ∈ G
}

(9.33)

of the underlying group. So for simplicity choose G = SU(2), the sim-
plest interesting case (for more complicated examples see [28]). Topologically
SU(2) = S3, and there are two distinct possibilities for Cu:

1. u = ±1, i.e. u is in the center. Then C±1 = {±1} is 0 dimensional.
(D0–branes)

2. u 6= ±1, then the conjugacy classes Cu are 2 spheres in S3. (D2–branes)

Moreover there is a quantization condition for the radii of the S2 because
otherwise there would be a phase ambiguity (see [2]).

Now the CFT analysis tells you that the D0 and the D2 branes all come
with the same type of charge, and all their charges are multiples of the
C1 = {1} D–brane. Especially the S2 with ` quanta of radius carry charge
` + 1. But the G = SU(2) has only finite size given by the level k of the
WZW model.

This suggests the following picture: Start with k+1 D0–branes at 1 ∈ G.
You must be able to continuously transform this into D2–branes of larger
and larger radius. But the D2 at radius k is the degenerate conjugacy class
C−1 = {−1} ⊂ G. Because of orientation this degenerate case carries D0
charge −1, and we therefore have to identify

(k + 1) × D0–charge = −1 × D0–charge (9.34)

So the D–brane charge group is actually Zk+2.

9.4.2 For Mathematicians

One can interpret this level k WZW model as having k + 2 units of B–field
flux.1 That is H = dB = k + 2 ∈ H3(S3, Z). Of course this H is not at all
torsion, and we really first have to make sure that we can work with infinite
rank bundles. Fortunately this is actually possible, I refer to [53, 15] for
details.

1This really relies on a semiclassical argument, so one cannot really differentiate be-
tween k and k + 2. But the large k behavior is fixed.
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Now we would like to compute the twisted K–groups from that and com-
pare it with the above result. But so far we do not know any useful re-
sult to compute the groups. The idea is to employ the Atiyah–Hirzebruch–
Whitehead spectral sequence together with the following knowledge of d3,
see [52, 5]:

Theorem 27 (Rosenberg). Let X be a finite CW complex (or compact
manifold). Then there is a spectral sequence with

Ep,q
2 =

{
Hp(X, Z) q even

0 q odd
(9.35)

converging to K [H],i(X). Moreover d0,q
3 : H0(X, Z) → H3(X, Z) is cup prod-

uct with [H] ∈ H3(X, Z).

So we start with the tableau, periodic in q:

Ep,q
2 = Ep,q

3 =

q=2 Z

d3

''OOOOOOOOOOOOOOO 0 0 Z
q=1 0 0 0 0

q=0 Z

OO

//
0 0 Z

p=0 p=1 p=2 p=3

(9.36)

By the above theorem the d3 is just multiplication by k + 2. Therefore

Ep,q
4 = Ep,q

∞ =

q=2 0 0 0 Zk+2

q=1 0 0 0 0

q=0 0

OO

//
0 0 Zk+2

p=0 p=1 p=2 p=3

(9.37)

and we find

K [H],i
(
SU(2)

)
=

{
Zk+2 i odd

0 i even
(9.38)

This matches nicely the physical prediction.
In fact it is possible to compute the D–brane charges for many more

Lie groups, but apart from the SU(2) case Rosenberg’s theorem is not good
enough to fix them uniquely unless one could determine the higher differ-
entials. Only recently the K [H].∗(SU(3)) was determined by M. Hopkins as
described by [47] in agreement with the physical prediction.

Finally note that eq. 9.38 illustrates the discussion in the previous sec-
tion: If one could represent the twisted bundles by finite rank objects then
K [H](SU(2)) would be at least Z to account for the virtual rank. But since
we just determined K [H](SU(2)) = 0 there must be twisted bundles which
cannot have finite rank.
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9.5 Twisted equivariant K–theory

In general string compactifications with tractable CFT description are either
boring (like on flat space) or orbifolds, the WZW models in the previous sec-
tion are somewhat of an exception. So we would like to extend the definition
of twisted K–theory to orbifolds. By the same arguments as in section 8.1
we need equivariant twisted K–theory. I will describe such K–theories in the
following sections, the physical application is in section 9.7.

But what is precisely equivariant twisted K–theory? Suppose you are
given a G space X, then we know the description of KG(X) as Grothendieck
group of equivariant vector bundles. Alternatively you could try the follow-
ing: Remember from section 5.2.3 that there exists a contractible space EG
with free G action. Then you would expect that X and X × EG have the
same K–groups and therefore

K∗
G(X) = K∗

G(X × EG) = K∗

(
X × EG

G

)
wrong! (9.39)

Unfortunately something goes wrong because of the infinite dimensionality
of EG and eq. 9.39 holds only up to completion of the K–rings (for details
on this subtle issue see [9]). Nevertheless I will use it for motivation.

Now given this connection with ordinary K–theory we can employ the
usual twisting: Choose a twist class2

[H] ∈ H3

(
X × EG

G
; Z

)
= H3

G(X; Z) ' H2
G

(
X; U(1)

)
(9.41)

and think of equivariant twisted K–theory as usual twisted K–theory on
(X × EG)/G. Let us for now specialize to X = {pt}, then

H2
G

(
{pt}; U(1)

)
= H2

({pt} × EG

G
; U(1)

)
= H2

(
BG; U(1)

)
(9.42)

The essential observation here is that we can rewrite this cohomology group
as a purely group theoretic object, see [17, 61, 58]:

H∗
(
BG; U(1)

)
= H∗

(
G,U(1)

)
(9.43)

2Equivariant ordinary cohomology is defined by the Borel construction

H∗
G(X) = H∗

(
X × EG

G

)
(9.40)

for arbitrary coefficients.
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For the group cohomology H∗
(
G,U(1)

)
we have to specify how the group

in the first slot acts on the group in the second; In our case eq. 9.43 G
acts on U(1) trivially. Indeed nontrivial group actions would correspond to
cohomology of BG with local coefficients.

How does this help us? So far we have identified the twist class as an
element of H2

(
G,U(1)

)
. Now use the following theorem (see [17]):

Theorem 28. Let A be an abelian group and K an arbitrary group acting
on A. Then the (equivalence classes of) extensions

0 → A → E → K → 1 (9.44)

are in one to one correspondence with H2(K,A).

that is for K acting trivially on A:

Corollary 3. The central extensions (K acts trivially on A) are in one to
one correspondence with H2(K,A) (where K acts trivially on A).

So especially H2
(
G,U(1)

)
corresponds bijectively to central extensions

1 → U(1) → G̃ → G → 0 (9.45)

that is to each [H] ∈ H2
G

(
{pt}; U(1)

)
we can associate such an extension

G̃[H]. Now we want to identify the U(1) with a complex phase for a group
action on a complex vector space (see [1]):

Definition 17. An [H] twisted representation (or projective representation)
r̃[H] : G̃[H] → Cn is a representation of G̃[H] that restricts to usual multipli-
cation on the central U(1).

Now twisted equivariant K–theory of a point should be the Grothendieck
group of [H] twisted G vector bundles Vect

[H]
G . Of course the case X = {pt}

is not very interesting, but the same argument would have worked if the twist
class [H] ∈ H2

G

(
X; U(1)

)
is the pull back of some class on a point via the

projection X → {pt}. So we define

Definition 18. Let [H] ∈ H2
G

(
X; U(1)

)
be induced from H2

G

(
{pt}; U(1)

)
.

Then the twisted equivariant K–theory is

K
[H]
G (X)

def
= G

(
VectH

G (X)
)

(9.46)
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9.6 Twisted Real equivariant K–theory

So far we only discussed previously known K–theories. However the extension
of twisted equivariant K–theory to Real spaces has not been considered so
far in the literature.

To define such a K–theory we need the following data:

• A group G with augmentation θ : G → Z2.

• A G–space X.

• A twist class [H] ∈ H2
(
G,U(1)

)
where now g ∈ G acts on U(1) by

complex conjugation if θ(g) = 1.

The twist class determines a (non–central) group extension

1 → U(1) → G̃ → G → 0 (9.47)

The twisted Real representations of G are ordinary Real representations of
G̃ such that the U(1) is multiplication by a phase, compare definition 17.
The action of G on the U(1) is necessary because some g ∈ G act antilinear.
The Grothendieck group of complex vector bundles with twisted Real action
of G is then twisted Real equivariant K–theory

KR
[H]
G (X) (9.48)

The natural question to ask is whether this is again a generalized cohomology
theory and to compute this in interesting cases.

Especially we will be interested in the case G = Z2×Z2 with augmentation
θ(a, b) = b. Let the generators of G be g, τ with θ(g) = 0, θ(τ) = 1. Finally

let the twist be such that ρ : G → Ẽnd(E) satisfies

ρ(g)ρ(τ) = −ρ(τ)ρ(g) (9.49)

Now the key idea to analyze this is the following (similar versions were
independently suggested by M. Atiyah, G. Segal and B. Totaro): Let D8 be
the group

D8 =
{

g, τ, s
∣∣∣gτ = sτg, g2 = τ 2 = s2 = 1, sg = gs, sτ = τs

}
(9.50)

with the obvious augmentation counting the number of τ ’s. Then the Real
equivariant K–theory KRD8(X) decomposes into bundles with s acting by
ρ(s) = ±1. If ρ(s) = +1 then this is just an action of Z2 × Z2, and if
ρ(s) = −1 this is just the desired twisted action of Z2 × Z2. Therefore

KR∗
D8

(X) = KR∗
Z2×Z2

(X) ⊕ KR
[H],∗
Z2×Z2

(X) (9.51)

Especially KR
[H],∗
Z2×Z2

(X) enjoys the same properties as the other (untwisted)
K–groups, e.g. Bott periodicity.
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The case X = {pt}
Because of eq. 9.51 we can now reduce the computation of the twisted equiv-
ariant Real K–theory to the untwisted case, however for more difficult group
actions. But this is tractable in the case of X = {pt} where everything
reduces to representation theory. Obviously we have

KRi
Z2×Z2

({pt}) = KOi
Z2

({pt}) = KOi({pt}) ⊕ KOi({pt} (9.52)

The difficult part is to compute KR∗
D8

({pt}), for this we need to know the
Real irreducible representations of D8.

Now in general for g ∈ G a Real representation ρ : G → Ẽnd(Cn) is (by
choosing a basis) either a complex matrix (if θ(g) = 0) or combination of
complex conjugation and a complex matrix (if θ(g) = 1). Denote complex
conjugation by

Ω : Cn → Cn, (z1, . . . , zn) 7→ (z̄1, . . . , z̄n) (9.53)

then the Real representations of D8 are listed in table 9.1. Now we have to

i ρi(s) ρi(g) ρi(τ)
1

(
1
) (

1
) (

1
)
Ω

2
(
1
) (

−1
) (

1
)
Ω

3

(
−1 0
0 −1

) (
0 i
−i 0

) (
1 0
0 1

)
Ω

Table 9.1: Real representations of D8

decompose the Real representation ring

RR(G) = AG ⊕ BG ⊕ CG (9.54)

corresponding to commuting fields R, C, H. Obviously the first 2 representa-
tions in table 9.1 have commuting field R. The matrices of the 2–dimensional
representation commute with

F3
def
= R

(
1 0
0 1

)
+ R

(
0 1
−1 0

)
' C (9.55)

So AG = Z2, BG = Z, CG = 0 and from [9] Prop. 8.1 we can read off

KR∗
D8

({pt}) =AG ⊗ KR∗({pt}) ⊕ BG ⊗ K∗({pt}) ⊕ CG ⊗ KH∗({pt})
= ⊕2

1 KO∗({pt}) ⊕ K∗({pt}) (9.56)

and by comparing the factors in eq. 9.51 we learn that

KR
[H],i
Z2×Z2

({pt}) = K i({pt}) =

{
Z i even
0 i odd

(9.57)
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9.7 Comparison with Orientifolds

All those (twisted) equivariant Real K–theories are physically interesting
because they classify the D–brane charges in orientifolds. Especially the K–
groups considered so far are necessary ingredients to understand the Ω × I4

orientifold of Type IIB. This means that spacetime is

X = R × R5 × R4 (9.58)

where

• the first factor R is time.

• the second factor R5 is flat euclidean.

• the third factor R4 is flat euclidean R4 with Z2 group action

I4 : R4 → R4, (x1, x2, x3, x4) 7→ (−x1,−x2,−x3,−x4) (9.59)

and Ω acts pointwise as complex conjugation on the vector bundles. So the
naive guess for the corresponding K–theory is Real equivariant K–theory
KRZ2×Z2(X).

However there is a subtle possibility for a sign choice in the twisted sec-
tor yielding two consistent Ω × I4 orientifolds: the GP model [31] and the
BZDP model [11, 24]. The possible D–brane charges were analyzed from
the boundary state point of view in [51] and the authors found perfect agree-
ment between the BZDP D–brane charges and KRZ2×Z2(Rp,q) = KOZ2(Rp,q),
where Rp,q is the transverse space of a given hyperplane in X.

However in the GP model they found different charges. For example
while in BZDP the spacetime filling branes carried twisted and untwisted
R–R charge (corresponding to KOZ2({pt}) = Z2) in the GP model there is
only untwisted R–R charge, so the relevant charge group is Z.

The resolution for this puzzle is that the BZDP orientifold is described
by untwisted Real equivariant K–theory while the GP orientifold is de-
scribed by the twisted version with the twist as in eq. 9.49. I computed
KR

[H]
Z2×Z2

({pt}) = Z in the previous section and this agrees with the physical
prediction of [51].
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Chapter 10

Holonomy

10.1 Introduction

The unique maximal dimensional supergravity theory lives in 11 dimensions
(see [22, 49]) and its field content consists of the metric gµν , a 3-form potential
Cµνρ and a spin 3

2
field ψµ. Because of its uniqueness and since it encompasses

various other interesting supergravities via dimensional reduction it is of
considerable interest. Today it is widely believed to be itself the low energy
limit of M-theory, the hypothetical theory that unifies all consistent string
theories.

Now the Lagrangian is

L =
1

4
eR − 1

2
eψ̄µΓµνρ∇νψρ −

1

192
eG2− (10.1)

− 1

192
e
(
ψ̄µΓµναβγδψν + 12ψ̄αΓβγψδ

)
Gαβγδ+ (10.2)

+
1

2882
G ∧ G ∧ C + 4-fermion terms (10.3)

and it is supersymmetric with respect to the variations

δεe
a
µ = ε̄Γaψµ (10.4)

δεCµνρ = − 3ε̄Γ[µνψρ] (10.5)

δεψµ = ∇µε +
1

288

(
Γαβγδ

µ − 8δα
µΓβγδ

)
εGαβγδ + 3-fermion terms

(10.6)

With the ansatz ψµ = 0, G = dC = 0 one is lead to the following condition
for a unbroken supersymmetry:

∇µε = 0 (10.7)
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So we need a constant spinor ε. Now supersymmetry is — although theo-
retically attractive — at odds with the real world. Phenomenologically one
would like as few supersymmetries as possible, the remaining supersymme-
try being broken around the electroweak scale. And of course one would
like preferably a 4 dimensional theory, or at least one with 4 macroscopic
dimensions.

So we are lead to an ansatz for spacetime of the form

M11 = R3,1 × X7 (10.8)

with exactly one constant spinor on M 11 (and therefore on X because of the
product ansatz). M-theory compactified on M 11 should then yield a N = 1,
d = 4 low energy theory.

Of course given any smooth manifold it is without further knowledge very
hard to decide whether there exists some metric on it which allows for exactly
one spinor, this would amount to solving a complicated PDE. Fortunately
there is the following very useful result, see [62, 40]: A 7 manifold with
exactly one constant spinor has Hol(g) = G2. So we just have to find a 7
dimensional manifold with holonomy G2.

10.2 G2 Holonomy

So what is this holonomy, and what is G2? Well G2 is the Lie group

G2 : • • (10.9)

Now the Dynkin diagram alone is not a very useful description, we have
to understand how G2 is a subgroup of SO(7). This is via the following
construction:

Let e1, . . . , e7 be a dual basis for R7, eijk
def
= ei ∧ ej ∧ ek and

ϕ0 = e123 + e145 + e167 + e246 − e257 − e347 − e356 ∈ Λ3R7 (10.10)

Then SO(7) acts on R7 as rotations and therefore on Λ3R7. The group G2

is the subgroup of SO(7) that leaves ϕ0 invariant.
Now suppose that you are given a Riemannian manifold. From the met-

ric you can determine the Levi-Civita connection, so there is a well defined
parallel transport. But of course the parallel transport depends on the path
taken: In general f you take one frame at a point and transport it via two
different paths to a second point the frames will differ by a GL(7, R) coordi-
nate transformation, see figure 10.1. However the Levi-Civita the connection



93

Original
frame

Path 2

Path 1

Figure 10.1: Parallel transport by different paths

is metric compatible and thus preserves lengths and angles. So the ambi-
guity under parallel transport along different paths is actually only within
SO(7). Now the holonomy of a Riemannian manifold Hol(g) is the subgroup
of SO(7) that one can actually realize by parallel transport.

But ϕ0 is G2–invariant, and therefore its image under parallel transport
unique. So it defines ϕx at each point x ∈ X. So on a G2 manifold there
exists a 3-form ϕ ∈ Ω3(X) with

∇ϕ = 0 (10.11)

since by definition it does not change under parallel transport.
Conversely let ϕ ∈ Ω3(X) such that at each point there is a frame

e1, . . . , e7 ∈ T ∗
xX such that ϕx = ϕ0. Then one can define a metric

gx = e2
1 + · · ·+e2

7. If with respect to that metric ∇ϕ = 0 then Holg(X) ⊂ G2.
The following theorem is useful to actually check that the 3-form is con-

stant:

Theorem 29 (Salamon). For such a 3–form the following is equivalent:

1. ∇ϕ = 0

2. dϕ = d ∗ ϕ = 0

10.3 A class of compact G2 manifolds

A useful way to construct many examples of G2 manifolds is to start with a 7-
manifold with even smaller holonomy, and then mod out a discrete symmetry
which enlarges the holonomy group to G2. Especially we will use the following
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construction of [39]: Take Y a Calabi–Yau threefold with an antiholomorphic
involution y 7→ ȳ. Then let

X =

(
Y × S1

)

Z2

(10.12)

with the Z2 group action

σ : Y × S1 → Y × S1, (y, t) 7→ (ȳ,−t) (10.13)

This quotient is in general a G2 orbifold: Choose the phase of the holomorphic
(3, 0)-form Ω ∈ H3,0(Y ) such that

σ∗ Re Ω = Re Ω

σ∗ Im Ω = − Im Ω (10.14)

then the following 3-form has the desired properties:

ϕ = Re Ω + ω ∧ dt (10.15)

It is obviously closed dϕ = 0, and it is also coclosed:

∗ϕ = Im Ω ∧ dt +
1

3!
ω ∧ ω ⇒ d ∗ ϕ = 0 (10.16)

Furthermore one can choose coordinates zj = xj + iyj at a point y ∈ Y such
that

Ω = dz1 ∧ dz2 ∧ dz3 ω =
1

2i

3∑

k=1

dzk ∧ dzk (10.17)

Plugging this into the definition of ϕ one calculates that it is locally of the
form eq. 10.10.

Of course X = (Y ×S1)/Z2 has orbifold singularities where the Z2 group
action has fixed points. From the definition it is clear that the fixed point
set consists of two copies of the real subset YR ⊂ Y . For example take the
Fermat quintic

Y =
{

[z0 : z1 : z2 : z3 : z4] ∈ CP4 :
∑

z5
i = 0

}
(10.18)

with the ordinary involution zi 7→ z̄i. Then the real subset is

YR =
{

[x0 : x1 : x2 : x3 : x4] ∈ RP4 :
∑

x5
i = 0

}
(10.19)
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Topologically this is (since x 7→ x5 is bijective)

YR =
{

(x0, . . . , : x4) ∈ S4 :
∑

x5
i = 0

}/
Z2

=
{

(x0, . . . , : x4) ∈ S4 :
∑

xi = 0
}/

Z2

= S3
/
Z2 = RP3 (10.20)

So in the corresponding G2 orbifold there are two RP3’s with transverse space
R4/{±1}. The natural question is whether one can resolve these orbifold
singularities within G2 holonomy. However this seems to be impossible by
the following argument, see [46]:

The obvious guess is to replace the transverse A1 singularity by Eguchi–
Hansen spaces. However the moduli space of G2 manifolds is b3 dimensional
and thus the resolution must introduce an additional 3-cycle. But if you cut
out RP3 × R4/Z2 (which has b3 = 1) and glue in RP3 × OCP1(−2) (with
b3 = 1) you will not change b3.

Of course this is only a physical argument rather than a mathematical
proof since nothing is known about the moduli space of singular G2 manifolds.

Another possibility is to try to apply an “M-theory flop”, see [8]. However
this only conserves the difficulty:

RP3 × R4/Z2 ↔ R4/Z2 × RP3 (10.21)

But even if we cannot resolve the orbifold singularity we expect the resulting
string – or M-theory compactification to be well-defined.
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Chapter 11

Gepner Models for G2
Manifolds

11.1 Gepner Models

So far we only used classical geometry to study spacetime. This is certainly
valid near the large volume limit, but we expect quantum corrections at small
volume. The problem with M-theory is of course that we do not have the mi-
croscopic description, so we cannot make any predictions from first principles.
So the idea is to study string theory instead, where one knows the quantum
description via CFT’s (this was joint work with R. Blumenhagen [12]).

The idea behind Gepner models is to use especially simple rational con-
formal field theories as building blocks, for example the unitary models of
the N = 2 super Virasoro algebra. They are classified and form a discrete
series with central charge

c =
3k

k + 2
k ∈ Z> (11.1)

At each level k there are finitely many highest weight representations with

Conformal dimension h =
l(l + 2) − m2

4(k + 2)
+

s2

2

U(1) charge q = − m

k + 2
+

s

2

(11.2)
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The indices (l,m, s) range over

0 ≥ l ≥ k

0 ≥ |m − s| ≥ l (11.3)

s =

{
0, 2 NS sector
±1 R sector

l + m + s = 0 mod 2

Now a Gepner model is a tensor product of such minimal models to archive
the desired central charge c = 9 corresponding to Calabi–Yau threefold. For
example tensoring 5 copies of the k = 3 model yields c = 9, and this Gepner
model has been identified as a special point in the moduli space of the quintic.
The remaining 4 noncompact directions are described (in lightcone gauge)
by two free bosons and their superpartners.

The unitary models can be explicitly realized by a coset construction as
the product of parafermions and a free U(1):

SU(2)k

U(1)
× U(1) (11.4)

From the coset one can then determine the characters

χl
m,s =

k∑

j=1

C l
m−(4j+s)(τ)Θ2m−(k+2)(4j+s),2k(k+2)

(
τ,

z

k + 2

)
(11.5)

where the string functions C l
m are defined by (q = e2πiτ ):

C l
m(τ) = η(τ)−3

∑

(x,y)∈R2

−|x|<|y|≤|x|

(x,y) or ( 1
2−x, 12−y)

∈( l+1
2(k+2)

, m
2k

)+Z
2

sign(x)q(k+2)x2−ky2

(11.6)

11.2 The Calculation

We want to compute the orbifold of the Gepner model ×S1 by the involution
σ. For that we need to know how the complex conjugation acts on the Gepner
model.

Now in the usual identification (k = 3)5 ↔ Fermat quintic we iden-
tify chiral fields (li,mi, si) = (1, 1, 0) with homogeneous coordinates zi and
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(li,mi, si) = (1,−1, 0) with the conjugates zi. So we guess that complex
conjugation on the quintic is U(1) charge conjugation in the Gepner model:

σ(l,m, s) = (l,−m,−s) (11.7)

The goal now is to compute the partition function. For this we need to know
the traces over the Hilbert space with σ insertion

χl
m,s(σ)

def
= TrHl

m,s

(
σe2πiτL0

)
(11.8)

We have to guess these in a case by case study. In the end there will be
consistency checks form the modular transformation.

The k = 1 case

Here c = 1 and the parafermionic part is trivial: all states are generated by
the jm.

The only nontrivial trace with the σ insertion is for the highest weight
representation (HWR) (l,m, s) = (0, 0, 0):

χ0
0,0(σ) = TrH0

0,0

(
σe2πiτL0

)
=

q−
1
24∏

(1 + qn)
=

√
2η

θ2

(11.9)

The k = 3 case

For a nonvanishing trace χl
m,s(σ) the HWR (l,m, s) must be mapped to itself,

this happens only for the HWR (l, 0, 0). There

χl
0,0 =

k∑

j=1

C l
4j(τ)Θ−20j,30

(
τ,

z

5

)
(11.10)

Charge conjugation maps Θa,b → Θ−a,b, so the involution acts non–trivially
only on

C l
0(τ)Θ0,30

(
τ,

z

5

)
(11.11)

Only the ground state in Θ0,30 is not exchanged with another state.
How does σ act on C l

0? To answer this we use the parafermions (c = 9
5

=
4
5

+ 1):

C l
0(τ) =

1

η(τ)
κl

0(τ) (11.12)
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with κl
0 the characters of the parafermions.

The parafermionic part is the k = 5 Virasoro unitary model, their char-
acters can be written

κ0
0 = χ0 + χ3 κ2

0 = χ 2
5

+ χ 7
5

(11.13)

We want to interpret this field of conformal dimension 3. This must be

G+
− 3

2

G−
− 3

2

|0〉 (11.14)

but how does σ act on it? For this recall the N = 2 super Virasoro algebra:

[Lm, Ln] = (m − n) Lm+n +
c

12
n(n2 − 1) δm+n,0 (11.15)

[Lm, jn] = −n jm+n (11.16)

[Lm, G±
r ] =

(m

2
− r

)
G±

m+r (11.17)

[jm, jn] =
c

3
nδm+n,0 (11.18)

[jm, G±
r ] = ±G±

m+r (11.19)

{G+
r , G−

s } = 2Lr+s + (r − s) jr+s +
c

3

(
r2 − 1

4

)
δr+s,0 (11.20)

{G+
r , G+

s } = {G−
r , G−

s } = 0. (11.21)

where we identified the involution σ with charge conjugation, i.e. the auto-
morphism

Lm → Lm jm → −jm G+
r ↔ G−

r (11.22)

So the σ action must be

G+
− 3

2

G−
− 3

2

|0〉 σ−→ −G+
− 3

2

G−
− 3

2

|0〉 (11.23)

and we find

χ0
0,0(σ) =

√
2η

θ2

(χ0 − χ3)

χ2
0,0(σ) =

√
2η

θ2

(χ 2
5
− χ 7

5
) (11.24)
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The untwisted sector

It remains to determine how the involution acts on the S1, which in the CFT
description is one free fermion. For that we have to decompose SO(2)1 into
SO(1)1 × SO(1)1. The characters are

O1 =
1

2

(√
θ3

η
+

√
θ4

η

)

V1 =
1

2

(√
θ3

η
−

√
θ4

η

)
(11.25)

S1 =

√
θ2

η

Now the characters of the SO(2)1 CFT are the orbits under the simple current
J = V1V1:

O2 = O1O1 + V1V1
σ−→ O1O1 − V1V1

V2 = O1V1 + V1O1
σ−→ O1V1 − V1O1

S2 = S1S1
σ−→ C2

C2 = S1S1
σ−→ S2

(11.26)

So σ exchanges the massless chiral, anti–chiral states:

[
(h =

1

2
, q = 1) ⊗ O2

]
L
×

[
(h =

1

2
, q = ±1) ⊗ O2

]
R

(11.27)

l σ (11.28)
[
(h =

1

2
, q = −1) ⊗ σO2

]
L
×

[
(h =

1

2
, q = ∓1) ⊗ σO2

]
R

(11.29)

and there are h11 + h21 + 1 chiral multiplets.

The twisted sector

Of course much more interesting is the twisted sector, and especially we are
interested in the massless spectrum. For that we need to compute the trace
with σ insertion, σ

1
. The rest then follows from modular transformations:

1

σ
= S

(
σ

1

)
σ

σ
= T

(
1

σ

)
(11.30)

We have to satisfy consistency conditions in 1

σ
because the twisted parti-

tion function must have an interpretation as sum over states:
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• Level matching: hL − hR ∈ 1
2
Z

• Non–negative integer coefficients

• No Tachyons

The partition function in the twisted sector is then

1

2

(
1

σ
+ σ

σ

)
(11.31)

Putting everything together we find for the (k = 3)5 model:

σ

1
=

2

|η|2
∣∣∣∣
√

η

θ2

∣∣∣∣
2 ∣∣O1V1 − V1O1

∣∣2
5∑

n=0

(
5

n

) ∣∣∣∣
(
χ0

0,0(σ)
)n(

χ2
0,0(σ)

)5−n
∣∣∣∣
2

=
26

|η|2
∣∣∣∣
√

η

θ2

∣∣∣∣
12 ∣∣O1V1 − V1O1

∣∣2× (11.32)

×
5∑

n=0

(
5

n

) ∣∣∣∣
(
χ0 − χ3

)n(
χ 2

5
− χ 7

5

)5−n
∣∣∣∣
2

and after a modular transformation

1

σ
= S

(
σ

1

)
=

25

|η|2
∣∣∣∣
√

η

θ4

∣∣∣∣
2 ∣∣S1(O1 + V1) − (O1 + V1)S1

∣∣2×

×
5∑

n=0

(
5

n

) ∣∣∣∣
(
χ 1

40
− χ 21

40

)n(
χ 1

8
− χ 13

8

)5−n
∣∣∣∣
2

(11.33)

To determine the massless spectrum we have to expand in q, the lowest power
is

q−
1
24

√
q

1
24 q

1
8 q−

1
24 q5( 1

40
− 4

5
1
24

) = q
1
16 (11.34)

So the ground state energy is E = 1
16

> 0, there are no massless states in the
twisted sector.

We were able to guess the σ–action for k = 1, 2, 3, 6. The result is This
is very strange, it should be precisely the other way round: If there is a
singularity there are massless states corresponding to its resolution. And on
a smooth manifold there should not be any massless twisted sector states.

In fact this is not a coincidence. Shortly after our paper Eguchi & Sug-
awara [25] showed that this is so for all k: There are massless states in the
twisted sector if and only if all ki ∈ 2Z. But if all ki are even then the σ
action is free on the Calabi–Yau manifold and thus the quotient a smooth
manifold.
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CFT Geometry

(k = 3)5 (CP4[5] × S1) /Z2

No massless twisted sector states Orbifold singularity
(k = 6)4

(
CP1,1,1,1,4[8] × S1

)
/Z2

Massless twisted sector states Smooth manifold
(k = 2)3(k = 6)2

(
CP1,1,2,2,2[8] × S1

)
/Z2

Massless twisted sector states Smooth manifold

Table 11.1: Comparison Geometry ↔ CFT

11.3 The Resolution of the Puzzle

Our explanation for this mismatch between CFT and geometric description
is the following: The Gepner model corresponds to a point in the moduli
space with non–trivial NS–NS two–form flux, e.g. for the quintic

B + iJ =
1

2
+

i

2
cot

(π

5

)
(11.35)

But B is projected out by σ so it is no longer a continuous parameter but
can only assume discrete values (Compare to Type I).

So we propose that the SCFT and the geometric (large volume) point are
on different components of the moduli space. The components differ at least
by discrete values of the B–field.

Geometrically the discrete B–flux should come from a flat but nontrivial
. So if the G2 quotient is a smooth manifold then we expect H3(X, Z)Tor 6= 0.
We can try to check this by computing the cohomology of X = (Y ×S1)/Z2.
In general we cannot say how σ acts on H1,1(Y ), only the Kähler form of
course is anti–invariant. For simplicity assume that σ acts as −1 on all of
H1,1(Y ), then by simply counting invariant forms we find

b1 =0

b2 =0 (11.36)

b3 =1 + h21 + h11

Now to say something about the integer cohomology we will use the following

Theorem 30 (Cartan–Leray Spectral Sequence). Let Y = W/G be the
quotient by a freely acting discrete group. Then there is a spectral sequence
with

E2
p,q = Hp

(
G,Hq(W ; Z)

)

converging to Hi(Y ; Z)
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where the Hp(G,H) is group homology (see [17]) and the arguments G, H
are groups with G acting on H. And note that the CLSS computes homology,
so we are interested in H3(X, Z)Tor = H2(X, Z)Tor.

Now the E2
p,q tableau is (with arrows reversed since the CLSS is a homol-

ogy spectral sequence):

E2
p,q =

q=3 Zh11+h21+1 0 0 0 0

q=2 Zh11
2 0 Zh11

2 0 Zh11
2

q=1 Z2 0 Z2

d2mm

0 Z2

q=0 Z

OO

//
Z2 0 Z2

d3

ii

0

p=0 p=1 p=2 p=3 p=4

(11.37)

So depending on d2 and d3 we find

H2(X; Z) = Zh11
2 or Zh11−1

2 or Zh11−2
2 (11.38)

In fact we can exclude the last possibility; I will show this in the remainder of
this section. For that we think of X = (Y ×S1)/Z2 as a S1 bundle over Y/Z2.
This bundle is the bundle with orientable total space on the non–orientable
base. Then again using the CLSS and Poincarè duality with Z2 coefficients
we can determine the homology of Y/Z2 to be

Hp(Y/Z2; Z) =





0 p = 6
Z2 p = 5

Zh11
p = 4

Zh21+1[⊕Z2] p = 3

Zh11−1
2 [⊕Z2] p = 2

Z2 p = 1
Z p = 0

(11.39)

The ambiguity is now less since there are less Z2’s around. The cohomology
of the total space X of the S1 bundle is then determined by the general
Leray–Serre spectral sequence (not theorem 14 but for arbitrary base):

Ep,q
2 =

q=1 0 Z2 Zh11 Zh21+1[⊕Z2] Zh11−1
2 [⊕Z2]

d2**TTTTTTTT
Z2 Z

q=0 Z

OO

//
0 Z2 Zh21+1⊕Z

h11−1
2 [⊕Z2] Zh11

[⊕Z2] 0 Z2

p=0 p=1 p=2 p=3 p=4 p=5 p=6

(11.40)
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The d2 in the above tableau has to vanish because the Z2 at (p, q) = (6, 0)
has to survive to H6(X; Z) = Z2

2. Therefore

H3(X; Z)Tor = H5(X; Z)Tor = Zh11−1
2 or Zh11

2 (11.41)
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Chapter 12

The Spin(7) case

12.1 Noncompact Spin(7) Manifolds

In 8 dimensions a manifold with exactly one parallel spinor has holonomy
Spin(7) ⊂ SO(8). Similarly to the G2 case one can reformulate this as the
existence of a certain form, only this time it is a 4-form and it looks locally
like

ϕ0 = −e1234 + e1256 + e1278 − e1367 − e1358 − e1468 + e1457+

+ e2368 − e2357 − e2467 − e2458 − e3456 − e3478 + e5678 (12.1)

and has to satisfy

ϕ = ∗ϕ dϕ = 0 (12.2)

Nobody has ever found an explicit metric with Spin(7) or G2 holonomy
on a compact manifold. So this is probably as hard as finding an explicit
Calabi–Yau metric. However one can find such metrics with exceptional
holonomy on noncompact spaces, the first one was given in [20, 21].

The largest class are the cones over Allof–Wallach spaces, that is cones
over the coset SU(3)/U(1). In the notation of [36] the exterior algebra on
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the base is

dσ1 = −1

2
λ ∧ σ2 −

3

2
Q ∧ σ2 − ν1 ∧ Σ2 − ν2 ∧ Σ1

dσ2 =
1

2
λ ∧ σ1 +

3

2
Q ∧ σ1 + ν1 ∧ Σ1 − ν2 ∧ Σ2

dΣ1 =
1

2
λ ∧ Σ2 −

3

2
Q ∧ Σ2 − ν1 ∧ σ2 + ν2 ∧ σ1 (12.3)

dΣ2 = −1

2
λ ∧ Σ1 +

3

2
Q ∧ Σ1 + ν1 ∧ σ1 + ν2 ∧ σ2

dν1 = −λ ∧ ν2 + σ1 ∧ Σ2 − σ2 ∧ Σ1

dν2 = +λ ∧ ν1 + σ1 ∧ Σ1 + σ2 ∧ Σ2

dλ = 2
(
2ν1 ∧ ν2 + σ1 ∧ σ2 − Σ1 ∧ Σ2

)

The best known ansatz for the vielbeine is

e1 = dr e2 = f(r) λ
e3 = a(r) σ1 e4 = a(r) σ2

e5 = c1(r) ν1 e6 = c2(r) ν2

e7 = b(r) Σ1 e8 = b(r) Σ2

(12.4)

Smooth solutions were classified in [41], see also [23]. By the ansatz the 4-
form ϕ is automatically selfdual and the remaining condition dϕ = 0 yields
the following set of differential equations for the coefficients:

da(r)

dr
= − f(r)

a(r)
+

c1(r) + c2(r)

2b(r)
+

+

(
1

2
b(r) − a(r)2

2b(r)

) (
1

c1(r)
+

1

c2(r)

)

db(r)

dr
= − f(r)

b(r)
+

c1(r) + c2(r)

2a(r)
+

+

(
1

2
a(r) − b(r)2

2a(r)

) (
1

c1(r)
+

1

c2(r)

)
(12.5)

dc1(r)

dr
=

a(r)

b(r)
+

b(r)

a(r)
− c1(r)

2

a(r)b(r)
− c1(r)

2

2c2(r)f(r)
+

c2(r)

2f(r)
+

2f(r)

c2(r)

dc2(r)

dr
=

a(r)

b(r)
+

b(r)

a(r)
− c2(r)

2

a(r)b(r)
− c2(r)

2

2c1(r)f(r)
+

c1(r)

2f(r)
+

2f(r)

c1(r)

df(r)

dr
=f(r)2

(
1

a(r)2 +
1

b(r)2

)
+

c1(r)

2c2(r)
+

c2(r)

2c1(r)
− 2f(r)2

c1(r)c2(r)
− 1
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For those I was able to find the novel analytic solution

a(r) = − b(r) = −r

√ √
1 + xr2

1 +
√

1 + xr2

f(r) = − 1

2
r (12.6)

c1(r) =
r√

1 + xr2

c2(r) =2f(r)

It has the nice feature of a finite “M-theory circle” far away from the tip
of the cone, with radius parametrized by x ∈ R≥. Unfortunately it is not
smooth at the origin and therefore only of limited interest.

12.2 Spin(7) Gepner Models

Of course we are really interested in compact Spin(7) manifolds, noncompact
spaces as in the previous section can only serve as local models. One specific
construction for a compact Spin(7) manifold is to start with a Calabi–Yau
fourfold Y and then divide by an antiholomorphic involution σ : Y → Y ,
see [40]. If σ has fixed points this introduces of course orbifold singularities,
and if σ acts freely then the holonomy is not the full Spin(7). Still physics
is well defined and we expect minimal supersymmetry corresponding to one
constant spinor.

Now having identified the σ action on the constituents of Gepner models
we can of course apply the same knowledge here, this was carried out in
joint work with R. Blumenhagen [13]. For example we have the following
correspondence

(k = 2)2(k = 6)4 Gepner model ↔ Y = CP1,1,1,1,2,2[8] (12.7)

with the nontrivial hodge numbers h31 = 443, h11 = 1, h21 = 0 and h22 =
1820. The analogous computation to the G2 case yields the numbers of chiral
and antichiral massless bosons and fermions in the untwisted sector

nu
ψ+ = 2 (h31 + h11)

nu
ψ− = 2 h21 (12.8)

nu
φ+ = 2 (h31 + h11)

nu
φ− = 3 h31 + 3 h11 − h21 + 25
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and in the twisted sector

ntw
φ+ =2

ntw
φ− =2 (12.9)

ntw
ψ+ =2

ntw
ψ− =0

So far everything is rather similar to the G2 case. However there is one new
feature in this string theory compactification to 2 dimensions: There is a
gravitational anomaly

I = 2 +
nφ+ − nφ−

12
+

nψ+ − nψ−

24
(12.10)

and the contribution of the untwisted and the twisted states cancels:

I = Iu +

(
ntw

φ+ − ntw
φ−

12
+

ntw
ψ+ − ntw

ψ−

24

)
= − 1

12
+

1

12
= 0 (12.11)

This is a nice check on the computation. In fact one can turn the argument
around: The untwisted sector states eq. 12.8 are generic for all Gepner models
with all k even. Then to cancel the anomaly there must be twisted states.

So again we see that there are massless twisted sector states if the geomet-
ric action is free, in contrast to our naive expectation. This time it follows
already from anomaly cancellation and does not require sophisticated anal-
ysis of the CFT.



Summary

My primary interests are string compactifications with and without back-
ground fields. In this thesis I have described various results which hopefully
improve our understanding of the effects. Especially the following had not
appeared before in the literature:

• An example of a Calabi–Yau manifold with K–theory torsion, sec-
tion 6.6.3.

• The complete KOZ2(Rp,q) groups, section 8.5.

• The twisted Real equivariant K–theory, section 9.6.

• The Gepner models for G2 and Spin(7) manifolds, chapter 11 and sec-
tion 12.2.

• The Spin(7) cone metric in section 12.1.

To make this accessible to non-experts I tried to start with an introduction
to K–theory so that hopefully every reader would benefit. This of course
entails an ever increasing pace. Furthermore I tried to combine mathematical
and physical language and I hope that physicists can accept the occasional
theorem and mathematicians live with the utter absence of any categorial
terms.
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CW complex, 31
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vector bundle, 63
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gauge bundle, 5
twisted, 78

gauge transformations
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usual, 75
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group cohomology, 84
group homology, 104

Hodge diamond, 53
holonomy, 92
homology, 40
HWR, 99

IIB spectrum, see spectrum, IIB
isomorphic

bundles, 10
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stable, 20

K–theory, 17
equivariant, 64
equivariant Real, 66, 67
Real, 65
Real equivariant C

p,q
R

, 68
twisted, 79
twisted equivariant, 84
twisted Real equivariant, 85

Künneth theorem, 49
KOZ2(Rp,q), 73

KR
[H],i
Z2×Z2

({pt}), 86

Lefschetz Hyperplane Theorem, 51
Leray–Serre spectral sequence, 46
line bundle, 9
long exact sequence

coefficients, 24
homotopy groups, 35, 52

loop space, 34

M-theory, 91
circle, 109
flop, 95

Möbius strip, 10
moduli space, 103

nonlinear sigma model, 4

orbifold, 63, 98

singularity, 94
orientifold, 66, 87

BZDP, 87
GP, 87

pair creation, 7
partition function, 99, 102
Poincaré Duality, 43
Poincaré Hopf Index Theorem, 13
projective representation, 84
pullback, 10

quintic, 52, 94, 98

rank, 9
Real, 65
Real group, 66
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realification, 28
reduced, 41
reduced K–theory, 19
relative cohomology, 44
Rosenberg spectral sequence, 82

section, 13
nowhere vanishing, 13
zero, 13

semigroup, 12
Sen’s Conjecture, 6
sheaf, 22

fine, 23
singular, 95
skeleton, 31
smash, 33
spectral sequence, 45
spectrum

IIB, 4
stabilization, 19
stable D–brane, 5
stable isomorphism, see isomorphism,

stable
String theory, 3
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supergravity in d = 11, 91
suspension, 32

basepoint, 32
Swann’s Theorem, 18

tableau, 46
tangent bundle, 10
tautological line bundle, 28
torsion, 27

subgroup, 42
total Chern class, 25
total space, 9
transition funcitons, 11
twist class, 84, 85
twist cocycle, 79
twisted

gauge bundle, 78
Real representation, 85
representation, 84
vector bundle, 78

twisted sector, 63, 101, 110

unitary model, 97
Universal Coefficient Theorem, 43
unreduced, 41

vector bundle, 7, 9
S1, 10
complex, 21
equivariant, 63
equivariant Real, 67
Real, 65
real, 9
Real equivariant C

p,q
R

, 68
twisted, 78

vector field, 13
virtual rank, 19

wegde, 33
Wess–Zumino–Witten models, 80
Whitney sum, 12
WZW, 81
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[H]
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KRH(X), 67
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[49] André Miemiec. Branes between Geometry and Gauge Theory.
PhD thesis, Humboldt University, 2000. http://dochost.rz.hu-
berlin.de/dissertationen/miemiec-andre-2000-07-10/.

[50] Ruben Minasian and Gregory Moore. K–theory and Ramond–Ramond
charge. JHEP, 9711(002), 1997. hep-th/9710230.
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