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Overview

• Purpose: study models of the interaction between the global economy and
the climate to

• provide an understanding of important mechanisms and

• analyze optimal policy.

• It involves results from both social and natural sciences.

• But we are economists – use our comparative advantage to contribute and
critically analyze the economic side but take “conventional wisdom” from the
natural sciences as given.

• Economics is key for analyzing effects of policy.
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Purpose of economics here

• Emissions are caused by decisions taken by billions of people, firms and other
agents acting on markets. Cannot be understood without economics.

• Economics is important for

• analyzing effects of policy,

• understanding endogenous adaptation and technical change,

• and making forecasts.

• For all these purposes, develop IAMs: Integrated Assessment Models

• (first put together by Bill Nordhaus).
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A schematic IAM: interactionsA schematic IAM - interactions

The economy
People who produce,
consume and invest

The climate
Distribution over time and

space of temperature,
wind and precipitation

Carbon circulation
Coal from fossil fuel mixes
in atmosphere, biosphere

and oceans

John Hassler (Institute) Lecture Notes 03/16 4 / 23
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A schematic IAM: dynamics, bidirectionalA schematic IAM - dynamic and bidirectional

The economy
People who produce,
consume and invest

The climate
Distribution over time and

space of temperature,
wind and precipitation

Carbon circulation
Coal from fossil fuel mixes
in atmosphere, biosphere

and oceans
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Climate models - forcing and the energy budget

• Incoming flow of energy: short wave solar radiation (342 W/m2 = 2400kW
per football field), In a steady state , the incoming energy equals the outgoing
energy. Then the earth’s temperature will not change.

• Outgoing energy flow, consisting of

• direct reflection (1/3)

• long-wave (heat) radiation (2/3)

• where the latter is a function of, in particular, temperature and greenhouse gas
concentration in earth’s atmosphere.

•• What happens out of steady state? For example, without greenhouse gases
and atmosphere, ground temperature would be -19. How can we understand
this statement?
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Steady State

• A situation such that if you start there you remain there.

• In economics we use equilibrium to describe what the model predicts.

• In natural sciences they use equilibrium to describe what economists call
Steady States, a stationary situation.

• A bath tub where the amount of water going in is the same as the amount of
water going out (both evaporation and sink)/

• In an economy, a steady state involves investment equating the amount of
capital depreciated and the distribution of income remaining constant.

Go Back
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Radiation

Visible sunlight and infrared heat waves are both electromagnetic
radiation, but with different frequencies (freq=Speed of light/wave
length).
Frequency of radiation emitted depends on temperature. Compare
with dimmer on halogen lights,

John Hassler (Institute) Natural Science 03/17 3 / 55



Greenhouse effect

• When electromagnetic radiation passes through gases energy can be
absorbed by the radiation making the molecules vibrate.

• For this to occur, the molecules resonance frequency (like the particular
frequency a guitar string vibrates) must be aligned with the frequency of the
radiation.

• CO2 (and other molecules with three or more atoms) have resonance
frequencies aligned with infrared radiation. Sunlight has a frequency much
higher.

• Thus, CO2 absorbs energy from heat radiation but not from sunlight.
• Gases with molecules with two atoms have much higher resonance

frequencies but not as high as the frequency of visible light. Thus, oxygen
(O2) and nitrogen (N2), making up 99% of the atmosphere are not
greenhouse gases.

• Compare to a band playing in a bar. The bass guitar can make some objects,
e.g. cups and cutlery vibrate, but a high pitched tone from the guitar has no
effect.
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Absorption of different radiation

Figure: Source: Bernes, Clas, Swedish Environmental Protection Agency.John Hassler (Institute) Natural Science 03/17 5 / 55



More on absorption

John Hassler (Institute) Natural Science 03/17 6 / 55



Energy transmission in atmosphere

• Even the small amount of CO2 in the atmosphere (0.04%) makes it quite
opaque for heat waves. One might think then that adding more does not
have any effect (Ångström - Arrhenius controversy).

• Turns out to be wrong. Heat is transferred up in the atmosphere since it is
colder the higher the altitude. Eventually, the radiation can escape into
space. The altitude this occurs is called emission level.

• More CO2 implies the emission level is moved up, where it ceteris paribus is
colder.

• If the temperature at the emission level is colder, less energy is transmitted.
This leads to a surplus – less energy escapes than comes in from the sun.

• The accumulation of energy increases the temperature in the atmosphere
until the temperature at the emission level again is high enough to imply
that the energy flow out in space is the same as the flow into earth.

9
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Heat transfer and temperature gradient

John Hassler (Institute) Natural Science 03/17 8 / 55



2

Figure: Lower temp at emission level -> less energy outflow. Surplus in energy
budget.

John Hassler (Institute) Natural Science 03/17 9 / 55



Surplus leads to higher temperatures

Figure: Heat accumulation gradually increases temperature. Gradient shifts
rightwards until temp at h2 has returned to Te1 and ground temperature
increased to Tg3.

John Hassler (Institute) Natural Science 03/17 10 / 55



The Role of Greenhouse Gases

• What is the temperature at the emission level?

• In at steady state, it must equal inflow minus direct reflection, 342-100=242
W/m2.

• Use Stefan-Boltzmann law that says the heat radiation per square meter is a
function of temperature satisfying

energy flow = 5.67 ∗ 10−8 ∗ T 4 W/m2.

where T is temperature in Kelvin degrees (centigrades above absolute zero).
Solving 242 = 5.67 ∗ 10−8 ∗T 4 yields T = 256, which is
255− 273 = −18◦C . This would be the ground temperature without
greenhouse gases.

• Greenhouse gases work like a blanket, heat is transported up implying a
negative temperature gradient of 0.65◦C per 100m. Emission layer at around
5000 meter. Thus, at ground level 50 ∗ 0.65 = 32.5◦C warmer. A healthy
ground temperature of 32.5− 18 = 14.5◦C .

• Without the Greenhouse Gas blanket, life as we know it could not have
started

10
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The Energy Budget I

• Consider a system (e.g., the earth) in a situation of net energy flow =
incoming flow - outgoing flow = 0.

• In such a case, the energy budget is balanced, defined as the difference
between inflow and outflow of energy, and no heat is accumulated or lost
(i.e. the temperature is in steady state).

• Suppose now that the energy budget is perturbed by a permanent positive
amount f (inflow increased and/or outflow decreased).

• Now the budget is no longer balanced but in surplus and the system would
no longer be in steady state.

11
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Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Forcing and the energy budget II

• This leads to an accumulation of heat in the system, so the temperature
rises in the system, faster the larger is the energy budget surplus.

• The speed of the temperature increase also depends on heat capacity of the
system (mass and material).

• E.g., compare a balloon filled with air and a balloon filled with water.

• A new balance (steady state) will be achieved.

• It will require that there is an additional outflow that equals F (the forcing).

• It will take time.

• As the temperature goes up, outgoing flow increases with higher temperature
(sometimes called Planck feedback).

12



Energy outflow (planck Feedback)

• Outflow is an increasing function of temperature (Stefan-Boltzmann law).
So a higher temperature reduces surplus.

• Define the increase in the outflow as O (Tt ) , where Tt is the increase in
temperature relative to pre-industrial times (now it is around 1.2◦C). The
marginal increase in outflow for a temperature increase is then the derivative
of O (Tt ) with respect to Tt denoted O ′ (Tt ) . How large is then O (0)?

• In reality, O ′ (Tt ) depends on Tt but if we consider small changes of
temperature (a few degrees), we can approximate it to be constant, as
evaluated at Tt = 0. Denote this constant κPlanck .

• We can approximate the increase in outflow as O (Tt ) ≈ κPlanckTt and the
energy budget is then f −O (Tt ) .
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Temperature dynamics

• The energy budget f −O (Tt ) ≈ κPlanckTt affects the temperature. A
surplus in the budget increases temperature and vice versa.

• Approximate the change in temperature per unit of time ( dTt
dt ) as

proportional (with constant σ) to surplus in budget. Then,

dTt

dt
= σ (f − κPlanckTt )

• What determines σ? Will there be a new equilibrium? Yes, when Tt =
f

κPlanck

• Using Stefan-Boltzmann law and temperature at the emision level of −18◦C,
κPlanck ≈ 3.8W/m2

◦C . Due to feedbacks, actual outflow will likely rise
substantially less. A typical value imputed is κPlanck ≈ 3.2W/m2

◦C .
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Forcing

• As discussed above, more greenhouse gases pushes emission level outwards
which creates a surplus in energy budget relative to preindustrial situation.

• Surplus depends on greenhouse gas concentration.

• Most important is water vapor. Second is CO2.

• Human activities has increased concentration of CO2 and other greenhouse
gases, e.g., methane. We also emit particles and aerosols that have a direct
negative effect on reflection and a quite uncertain negative effect on the
energy balance via changed cloud formation.

• Surplus (forcing) 1.7 and 1 W/m2, respectively, yielding a total value for
forcing of 2.7 W/m2,.

• Disregarding the feedbacks, only considering the Planck feedback, we can
calculate the long run effect of that on Earth’s temperature as

2.7
3.8

≈ 0.7◦C
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Forcing in 2019 relative to 1750

Figure: Fig 7.6 IPCC 6th report page 7-182.

John Hassler (Institute) Natural Science 03/17 16 / 55



Energy Flows
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Orders of magnitude

Area of Earth’s surface is 510 million km2. This is
510*106 ∗ 10002 = 5.1× 1014m2. Thus, the inflow net of reflection is
240*5.1× 1014 = 1.22× 1017W .
A nuclear power plant is around 1000 MW, i.e., 109W . Thus, the
inflow of solar energy is equivalent to 1.22× 108 = 122 million nuclear
power plants (NPP). We currently have around 440 in operation.

The human induced forcing of 2.7W/m2 is equivalent to
2.7 ∗ 5.1× 1014/109 = 1.4 million NPP.
Global yearly energy use is around 600 million TJ, i.e.,
6 ∗ 102+6+12 = 6 ∗ 1020J. Dividing by the number of seconds per
year, we get the average power use.
6*1020/(365 ∗ 24 ∗ 3600) ≈ 1.9× 1013W or 19000 NPP.

Thus, solar inflow is 1.22×10
17

1.9×1013 ≈ 6400 times global energy use. If we
could harness 0.1%, it would allow 6 times current energy use.

John Hassler (Institute) Natural Science 03/17 18 / 55



Feedback effects

• Gross flows as very large relative to direct greenhouse effect.

• Changed climate affects outflow indirectly. Example, more CO2, leads to

• higher concentration of water vapor, increase greenhouse effect.

• changed cloud formation, change back radiation.

• We approximate these as reduction in outflow being linear in temp deviation,
i.e., κotherTt .

• Additionally, the reflection of incoming sunlight may be changed

• changes in ice-cover (albedo) and (again) changed cloud formation.

• Approximate also these as reductions in inflow being linear, κreflTt .
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Feedbacks in the energy balance

• Let us include feedbacks in energy budget:

dTt

dt
= σ (f + κotherTt − κPlanckTt + κreflT )

= σ (f − (κPlanck − κother − κrefl )Tt ) .

• The steady state for a given forcing f now becomes

T (f ) =
f

κPlanck − κother − κrefl

• A realistic value of κPlanck − κother − κrefl is around 1.2 while κPlanck = 3.3,
but with large uncertainty. It is 1.2, the current f of 2.7 yields an increase in
temperature of 2.7/1.2 = 2. 25◦C rather than 0.8◦C

• Direct effect of CO2 emission on f , (as well as of κPlanck) fairly certain. Not
the case for feedbacks.
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Current Feedbacks

Figure: Figure TS.17 IPCC 6th report.

John Hassler (Institute) Natural Science 03/17 21 / 55



Quantifying greenhouse effect on energy budget

• Higher concentration of CO2in atmosphere reduces outgoing (infra red)
energy flow. Well approximated by a logarithmic function (Arrhenius greenhouse law, 1896). A
concentration S of CO2 in the atmosphere and the pre-industrial level S0,

yields
fCO2 (S) =

η

ln 2
ln

(
S

S0

)

• η ∼ 3.7. Combine with T (f ) = f
κPlanck−κother−κrefl

gives

T (f (S)) =
η

κPlanck − κother − κrefl

1
ln 2

ln

(
S

S0

)
.

• η
κPlanck−κother−κrefl

is labelled the Equilibrium Climate Sensitivity (ECS),
measures long-run temperature impact of CO2 doubling.

• IPCC 6th report: ECS is “likely" 2.5 to 4◦C, with a "best estimate" of 3.
Narrower than the 5th report’s 1.5 to 4.5. "Likely" means a 2/3 confidence
interval. A 90% interval is 2-5◦C.
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Heating of oceans

• Equation dTt
dt = σ (f − (κPlanck − κother − κrefl )Tt ) does not take into

account heating of oceans/atmosphere separately.

• Two other terms in energy budget for atmosphere, capturing energy flow
from atmosphere to ocean and vice versa.

• These new terms do not balance if temperature is different (in an average
sense).

• New law-of-motion for atmosphere

dTt

dt
= σ1

(
f − (κPlanck − κother − κrefl )Tt − σ2

(
Tt −TL

t

))
where Tt and TL

t , respectively, denote the atmospheric and ocean
temperature in period t.
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Heating of oceans II

• Complete by setting

dTL(t)

dt
= σ3

[
T (t)−TL(t)

]
.

• Heating slows down, but is the same in the long run (T (∞) = TL(∞)).

• One can (climate scientists do) use even more layers.
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Simulation

• Make a discrete time approximation. Yields a system of difference equations;

Tt = Tt−1 + σ1

(
ft−1 − (κPlanck − κother − κrefl )Tt

−σ2
(
Tt−1 −TL

t−1
) )

TL
t = TL

t−1 + σ3

(
Tt−1 −TL

t−1

)
instead of

dTt

dt
= σ1

(
f − (κPlanck − κother − κrefl )Tt − σ2

(
Tt −TL

t

))
dTL

t

dt
= σ3

(
Tt −TL

t

)

• Can easily be simulated in a spread-sheet program.
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Calibration

• Folini et al. (2021), show that the carbon cycle model above closely
replicates the mean behavior of the most advanced Earth System Models
(CMIP5), if parameters are chosen appropriately.

• They choose, σ1 = 0.137, σ2 = 0.73, σ3 = 0.00689, η = 3.45 and κ = 1.06
implying an ECS of 3.25. Note that σ’s depend on time interval in discete
approximation.

• Folini et al. choose initial temperatures T2015 = 1.2778, and TL
2015 = 0.3132

based on what the model predicts given historic emissions. An alternative
would be to use the observed atmospheric ground temperature. The average
temperature 2010-2019 over the average for the period 1880-1920 is 1.078,
which would be a reasonable starting value.

• Note that σ1 is much larger than σ3. Atmospheres energy balance settles to
a temporary steady state of 0 quickly.
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Simulation of a doubling of current forcing

John Hassler (Institute) Natural Science 03/17 26 / 55



More on climate models in practice

• Models of climate around the world.

• Circulation models (of water, air).

• Energy is not evenly radiated to the earth. Highest around equator.

• Creates systematic flows of air and water.

• Used to forecast weather, but also climate.
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Circulation cells
Climate models:Circulation cells

John Hassler (Institute) Lecture Notes 03/16 18 / 23 24



Climate models: key points

• Ocean currents also transport heat from equator towards poles.

• More accurate descriptions need to model land masses and mountains.

• Climate models build on deterministic laws of physics but are chaotic in
nature. This implies:

• A “butterfly effect”: small variation in initial state, e.g., its distribution of
energy, leads to unsystematic and large differences in weather a few weeks
later.

• But unconditional distribution is stable, e.g., mean and variance of
temperature and wind speeds.

• Best forecast for forecasts beyond a few weeks is unconditional distribution.

• State-of-the-art climate models are build on these principles.
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Downscaling (pattern scaling)

• Circulation models are (very) large and (very) time-consuming to run.

• Simplification: use a statistical representation of how a change in global
mean temperature affects different locations.

• Turns out that global mean temperature is a quite good summary statistic
for other aspects of climate –an approximate sufficient statistic.

• Relation between GMT and other aspects can be estimated using output
from advanced Earth System Models.

• Simplest case: use latitude. Estimate a different sensitivity βi for each
latitude.

• Ti ,t = T̄i + βi ∗Tt + zi ,t
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The historic climate

• Use various proxy data for temperature, e.g., tree rings, corals, plankton,
pollen. . .

• Also data on historic greenhouse gas concentrations, trapped in ice.

• Positive correlation, with concentrations lagging temperature, suggesting
positive feedback.

28



The historic climate

• Use various proxy data for temperature, e.g., tree rings, corals, plankton,
pollen. . .

• Also data on historic greenhouse gas concentrations, trapped in ice.

• Positive correlation, with concentrations lagging temperature, suggesting
positive feedback.

28



The historic climate

• Use various proxy data for temperature, e.g., tree rings, corals, plankton,
pollen. . .

• Also data on historic greenhouse gas concentrations, trapped in ice.

• Positive correlation, with concentrations lagging temperature, suggesting
positive feedback.

28



Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


Ice ages

• Ice ages are much longer than interglacial periods.

• About 100,000 years between each interglacial period.

• Small changes in solar influx get amplified by feed-back.

• A key mechanism may be ice-albedo feedback (Arrhenius).

• A small negative F leads to a build-up of the icecap.

• An increased albedo of the earth amplifies the initial effect.

• Additional effects may come from greenhouse gases.

• For more recent climate info, see
Link https://youtu.be/gGOzHVUQCw0

29

https://youtu.be/gGOzHVUQCw0
https://youtu.be/gGOzHVUQCw0


30



31



32



Sensitivity to changes in global temperature
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Non-linearities

• Recall that the equilibrium climate sensitivity is affected by feedbacks

T (f ) =
η

(κPlanck − κother − κrefl )

1
ln 2

ln

(
S

S̄

)
.

• We are quite uncertain about the value of the feedbacks.

• One thing that could happen is that it suddenly increases at some
temperature. For example, suppose

κother + κrefl =
{

2.72 else2.1 if T < 3oC

• This produces a jump in the relation between CO2 and long-run temperature.

• Also simple to make this irreversible

• κother + κrefl =

{
2.1 if T ever was larger than 3oC

2.72 else
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Tipping points

Suppose η = 3.7 and κ = 3.3. and x = 2.1 if T < 3oC and 2.72 else.
Then, the relation between CO2 concentration and long-run
temperature looks like follows

John Hassler (Institute) Natural Science:1 04/18 25 / 28
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Tipping points:2

• Tipping points like then one described are possibilities and many of them are
known to exist on local and regional scale, abrupt responses, tipping points
and even reversals in the direction of change cannot be excluded (high
conÖdence)." (IPCC AR6 WG1 Box TS 9).

• If they exist on a global scale and if so at which temperatures is much more
debated and not likely unless global warmning goes much further than
projected for the coming century also in quite pessimistic scenarios.

• IPCC 6th report claims “there is no evidence of such non-linear responses at
the global scale in climate projections for the next century, which indicate a
near-linear dependence of global temperature on cumulative GHG emissions.
(IPCC AR6 WG1, chap. 1 p. 202).
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• IPCC 6th report claims “there is no evidence of such non-linear responses at
the global scale in climate projections for the next century, which indicate a
near-linear dependence of global temperature on cumulative GHG emissions.
(IPCC AR6 WG1, chap. 1 p. 202).
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Feedback uncertainty

• Uncertainty in the feedback produces a skewed distribution of the climate
sensitivity.

• Since λ ≡ η
κPlanck−κother−κrefl

is a non-linear transformation of of κother and
κrefl , uncertainty about λ becomes very skewed with possibilities of very
large values. is a non-linear transformation of x , uncertainty about λ

becomes very skewed with possibilities of very large values.

• Suppose the uncertainty about κother + κrefl by a symmetric triangular
density function with mode 2.1 and endpoints at 1.35 and 2.85. The mean,
and most likely, value of κother + κrefl translates into a climate sensitivity of
3.
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Feedback uncertainty

Figure: Example of symmetric uncertainty of feedbacks producing right skewed
climate sensitivity.

John Hassler (Institute) Natural Science:1 04/18 28 / 28
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The carbon cycle



The carbon cycle

• The burning of fossil fuel (coal, oil, natural gas) leads to CO2 emissions into
the atmosphere, which (as we have seen) leads to significant warming, at
least in most of the probabilistic distribution of outcomes.

• Warming is potentially damaging to our economies—and we will look at
damage measurements later—and if so the burning of fossil fuel is a negative
externality. There is need for government action.

• For policy analysis as well as for forecasts, we need to know the dynamic
mapping from path of emissions to path of CO2 concentrations.

39



The carbon cycle

• The burning of fossil fuel (coal, oil, natural gas) leads to CO2 emissions into
the atmosphere, which (as we have seen) leads to significant warming, at
least in most of the probabilistic distribution of outcomes.

• Warming is potentially damaging to our economies—and we will look at
damage measurements later—and if so the burning of fossil fuel is a negative
externality. There is need for government action.

• For policy analysis as well as for forecasts, we need to know the dynamic
mapping from path of emissions to path of CO2 concentrations.

39



The carbon cycle

• The burning of fossil fuel (coal, oil, natural gas) leads to CO2 emissions into
the atmosphere, which (as we have seen) leads to significant warming, at
least in most of the probabilistic distribution of outcomes.

• Warming is potentially damaging to our economies—and we will look at
damage measurements later—and if so the burning of fossil fuel is a negative
externality. There is need for government action.

• For policy analysis as well as for forecasts, we need to know the dynamic
mapping from path of emissions to path of CO2 concentrations.

39



Two modeling alternatives

• We will mainly look at two approaches:

1 Stock-flow approach. Idea: different interacting reservoirs of carbon, with a
continuous flow between these. A stable system always tending towards a
steady state.

2 Non-structural (reduced form): define a depreciation function that specifies
how much of an emitted unit remains in the atmosphere over time. Can be
specified rather generally, but we look at a simple form.

• We will also look at a formulation which blends the carbon cycle with a climate
model directly: the CCR (carbon-climate response).

• Note difference between measuring emissions in CO2 and C. A mole of
carbon atoms weighs 12 grams and a mole of oxygen weighs 16. Then a kg
of carbon produces 2∗16+12

12 ≈ 3.67 kg CO2.
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Easy stock-flow case in continuous time

• Assume 2 reservoirs S and SL. S(t) represents the atmospheric carbon
concentration in period t and SL(t) represents that in the deep oceans.

• Flows from S to SL: proportional to S , with proportionality factor ϕ1.

• Flow in other direction proportional to SL, with proportionality factor ϕ2.
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Changes in stocks equal net flows (in minus out), apart from emission inflow E .
This gives

dS(t)

dt
= −ϕ1S(t) + ϕ2S

L(t) + E (t)

dSL(t)

dt
= −ϕ2S

L(t) + ϕ1S(t).

With E (t) = 0, steady state satisfies

0 = −ϕ1S + ϕ2S
L

0 = ϕ1S − ϕ2S
L

which cannot be uniquely solved: all solutions satisfy S =
ϕ2
ϕ1
SL. Why? Note

that S(t) + SL(t) =
∫ t
s=0 E (s)ds at all times. The total amount of carbon

increases as emissions continue.
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Same case with discrete-time approximation
•

St − St−1 = −ϕ1St−1 + ϕ2S
L
t−1 + Et−1.

SL
t − SL

t−1 = ϕ1St−1 − ϕ2S
L
t−1

• Same steady state and approximately the same dynamics.

• Linear systems (in discrete or continuous time) can be solved analytically.

• Suppose emissions stop at t. Then deviation from steady state St =
ϕ21
ϕ12

SL

vanishes over time as determined by the factor

(1− ϕ1 − ϕ2)
t+s

• The law of motion for the stocks follows (s ≥ 0)

St+s =
ϕ2

ϕ1+ϕ2

(
St + SL

t

)
− ϕ2S

L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s

SL
t+s =

ϕ1
ϕ1+ϕ2

(
St + SL

t

)
+

ϕ2S
L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s .

43



Same case with discrete-time approximation
•

St − St−1 = −ϕ1St−1 + ϕ2S
L
t−1 + Et−1.

SL
t − SL

t−1 = ϕ1St−1 − ϕ2S
L
t−1

• Same steady state and approximately the same dynamics.

• Linear systems (in discrete or continuous time) can be solved analytically.

• Suppose emissions stop at t. Then deviation from steady state St =
ϕ21
ϕ12

SL

vanishes over time as determined by the factor

(1− ϕ1 − ϕ2)
t+s

• The law of motion for the stocks follows (s ≥ 0)

St+s =
ϕ2

ϕ1+ϕ2

(
St + SL

t

)
− ϕ2S

L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s

SL
t+s =

ϕ1
ϕ1+ϕ2

(
St + SL

t

)
+

ϕ2S
L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s .

43



Same case with discrete-time approximation
•

St − St−1 = −ϕ1St−1 + ϕ2S
L
t−1 + Et−1.

SL
t − SL

t−1 = ϕ1St−1 − ϕ2S
L
t−1

• Same steady state and approximately the same dynamics.

• Linear systems (in discrete or continuous time) can be solved analytically.

• Suppose emissions stop at t. Then deviation from steady state St =
ϕ21
ϕ12

SL

vanishes over time as determined by the factor

(1− ϕ1 − ϕ2)
t+s

• The law of motion for the stocks follows (s ≥ 0)

St+s =
ϕ2

ϕ1+ϕ2

(
St + SL

t

)
− ϕ2S

L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s

SL
t+s =

ϕ1
ϕ1+ϕ2

(
St + SL

t

)
+

ϕ2S
L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s .

43



Same case with discrete-time approximation
•

St − St−1 = −ϕ1St−1 + ϕ2S
L
t−1 + Et−1.

SL
t − SL

t−1 = ϕ1St−1 − ϕ2S
L
t−1

• Same steady state and approximately the same dynamics.

• Linear systems (in discrete or continuous time) can be solved analytically.

• Suppose emissions stop at t. Then deviation from steady state St =
ϕ21
ϕ12

SL

vanishes over time as determined by the factor

(1− ϕ1 − ϕ2)
t+s

• The law of motion for the stocks follows (s ≥ 0)

St+s =
ϕ2

ϕ1+ϕ2

(
St + SL

t

)
− ϕ2S

L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s

SL
t+s =

ϕ1
ϕ1+ϕ2

(
St + SL

t

)
+

ϕ2S
L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s .

43



Same case with discrete-time approximation
•

St − St−1 = −ϕ1St−1 + ϕ2S
L
t−1 + Et−1.

SL
t − SL

t−1 = ϕ1St−1 − ϕ2S
L
t−1

• Same steady state and approximately the same dynamics.

• Linear systems (in discrete or continuous time) can be solved analytically.

• Suppose emissions stop at t. Then deviation from steady state St =
ϕ21
ϕ12

SL

vanishes over time as determined by the factor

(1− ϕ1 − ϕ2)
t+s

• The law of motion for the stocks follows (s ≥ 0)

St+s =
ϕ2

ϕ1+ϕ2

(
St + SL

t

)
− ϕ2S

L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s

SL
t+s =

ϕ1
ϕ1+ϕ2

(
St + SL

t

)
+

ϕ2S
L
t −ϕ1St

ϕ1+ϕ2
(1− ϕ1 − ϕ2)

s .

43



The stock-flow approach visually

Stock flow approach

Figure: Global carbon cycle. Stocks in GtC (PgC) and flows GtC/year. Source:
IPCC (2013), Figure 6.1.

John Hassler (Institute) Lecture Notes 03/16 5 / 14

Global carbon cycle. Stocks in GtC (PgC) and flows GtC/year. Source:
Intergovernmental Panel on Climate Change (IPCC) (2013), Figure 6.1.
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A more general stock-flow model: three reservoirs

• St represents (carbon concentration in) the atmosphere in period t, SU
t the

surface ocean, and finally SL
t the deep oceans.

• Flows still assumed to be proportional to stocks and change in a reservoir is
equal to net flow into it.

• We then have

St − St−1 = −ϕ12St−1 + ϕ21S
U
t−1 + Et−1

SU
t − SU

t−1 = ϕ12St−1 − (ϕ21 + ϕ23) S
U
t−1 + ϕ32S

L
t−1

SL
t − SL

t−1 = ϕ23S
U
t−1 − ϕ32S

L
t−1.
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Calibration

• Two alternative ways to go.

• Choose the parameters to make model dynamics match the dynamics of much
more complicated carbon-cycle models as closely as possible.

• Take linear model seriously and use measured flows.

• Let’s use the pre-industrial flows and stocks for the calibration.

• Before industrialization we had 589 GtC in atmosphere and a flow to surface
ocean of 60 GtC, implying ϕ12 = 60

589 ≈ 0.102.

• The flow from the surface ocean to the atmospere gives ϕ12 = 60.7
900 ≈ 0.067.

• Use flow to deep ocean, giving ϕ23 = 90
900 = 0.100.

• Finally, the flow from the deep ocean to the surface ocean is the same, giving
ϕ32 = 90

37100 ≈ 0.00243.
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Calibration to advanced Earth System Models

• Folini et al. (2021), show that the carbon cycle model above closely
replicates the mean behavior of the most advanced Earth System Models
(CMIP5), if parameters are chosen appropriately.

• They choose ϕ12 = 0.053, ϕ21 = 0.0536, ϕ23 = 0.0042 and ϕ32 = 0.001422
when the time step is a year. The initial values of the stocks are
S2015 = 850, SU

2015 = 765 and SL
2015 = 1799. Note that in particular the

deep oceans is much smaller than in reality. To model it that small makes the
dynamics of the model more in line with the (much) more advanced models.
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Properties of steady state

• If emissions stop, this system also approaches a steady state. Solve

0 = −ϕ12S + ϕ21S
U

0 = ϕ12S − (ϕ21 + ϕ23) S
U + ϕ32S

L

0 = ϕ23S
U − ϕ32S

L.

• Again no unique solution, but all solutions satisfy

S =
ϕ21
ϕ12

ϕ32
ϕ23

SL

SU =
ϕ32
ϕ23

SL.

• i.e., proportions between stocks are always restored. Stocks sum to sum of
past emissions.
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Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Non-structural carbon circulation models

• Structural model may be too simplified. Misses non-linearities, and other
relevant variables.

• Could then instead try to match key characteristics directly (IPCC and Archer

2005).

1 A share (ca 20-25%) stays very long (thousands of years) until CO2
acidification has been buffered.

2 The remainder decays with a half-life of a few centuries.

3 A share (ca 50%) of carbon emissions is removed quite quickly (a few years to
a few decades).

• These features can be modeled directly by a depreciation function (rather:
“remainder function”), ds that says how much remains of an emitted unit
after s period.

ds = φL + (1− φL) φ0 (1− φ)s .

49



Calibration

• Use decades.

ds = φL + (1− φL) φ0 (1− φ)s .

1 A share stays forever d∞ = .2. So ϕL = .2

2 The rest has a half life of 300 years: (1− φ)30 = 1
2 .

Gives ln (1− φ) =
ln 1

2
30 , so −φ ≈= −0.023.

3 Half of the emissions are gone fast: d1 = 0.5,

• d1 = 0.5 = 0.2+ (1− 0.2) φ0 (1− 0.023)1 ,⇒ φ0 = 0.38.

Implies

ds = [φL + (1− φL) φ0 (1− φ)s ]φL=0.2,φ=0.023,φ0=0.38.
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Non-linearities

• The parameters in the models we have presented are likely to be affected by
the emission scenario: the amount and timing of emissions.

• For example, more emissions reduce the capacity of oceans to store carbon
(temperature and chemistry).

• Implies that more than 20-25% stays in atmosphere for thousands of years if
cumulated emissions are large.

• With 10 times current cumulated emissions, twice as big a share is likely to
remain.
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CCR: Carbon Climate Response

• The climate system (linking S to T ) and the carbon cycle (linking E to S)
are dynamic and non-linear.

• An increase in forcing has a delayed impact (increasing over time) on
temperature and is concave (logarithmic).

• Emission of carbon has a decaying impact (decreasing over time) on
atmospheric CO2 concentration. The relation is convex since other sinks’
storage capacities decrease when emissions have been large.

• Surprisingly, these non-linearities seem to cancel each other in most
advanced climate models. The global mean temperature thus becomes
approximately linear in cumulative emissions. Tt = σCCR ∑t

s=0 Ms

• According to the latest (6th) IPCC report, σCCR is "likely" (which should be
interpreted as a 2/3 confidence interval) between 1.0 and 2.3 degrees Celsius
per 1000 GtC (corresponding to 0.27-0.63◦/TtCO2). This constant is called
CCR (Carbon Climate Response, sometimes CRE or TCRE).
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Carbon budgets

• Given a linear relation between accumulated emissions and temperature, a
remaining carbon budget can be calculated.

• The large uncertainty about the CCR coefficient, makes this problematic.

• We have now emitted around 650 GtC. If CCR is 1, we have committed
0.6*1=0.65◦C and can emit another 850 GtC before reaching 1.5◦C .

• This would take around 85 years with current emission rates.

• BUT, if CCR is 2.3, we have already passed 1.5 heating.

• This is genuine uncertainty. Probabilities are informed guesses.
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How much carbon is there?

• Fossil fuels exists in many forms.

• Different costs of recovery.

• One classification is

1 Reserves (recoverable under current economic and technological conditions)

2 Resources (recoverable under possible future economic and technological
conditions).

• Technological developments are and have been fast. Leading to continuos
reclassifications.
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OPEC’s own estimates

Is 1190 billion brls a lot? A barrel is 1/7.33 tons and oil contains 85%
carbon. So this is 138GtC . Likely gives 0.14-0.32◦C warming using
IPCC’s likely CCR coeffi cient.

John Hassler (Institute) Natural Science 03/17 55 / 55
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CCR: Taking Stock of the overall Carbon Climate Response

• Increase in GMT (global mean temperature T ) is between 1 and 2.1 degrees
Celsius per 1,000 GtC both in short and long run. This constant is called
Carbon Climate Response (CCR).

• Note that these are emissions not net contributions to the stock of CO2.
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42

World consumption
Million tonnes oil equivalent
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World primary energy consumption grew by a below-average 1.0% in 2015, the slowest rate of growth since 1998 (other than the decline in the aftermath of the financial 
crisis). Growth was below average in all regions except Europe & Eurasia. All fuels except oil and nuclear power grew at below-average rates. Oil remains the world’s 
dominant fuel and gained global market share for the first time since 1999, while coal’s market share fell to the lowest level since 2005. Renewables in power generation 
accounted for a record 2.8% of global primary energy consumption.
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Oil remains the dominant fuel in Africa and the Americas, while natural gas dominates in Europe & Eurasia and the Middle East. Coal is the dominant fuel in the Asia 
Pacific region, accounting for 51% of regional energy consumption – the highest share of any fuel for any region. Europe & Eurasia is the only region with no fuel reaching 
one-third of the total energy mix. The Middle East has the least diverse fuel mix, with oil and gas combined accounting for 98% of energy consumption.
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What size and kind of emissions?

• What remains in the ground: (An assessment that depends on extracting
technology, maybe more in the future)

• Reserves of oil plus gas about 300 GtC (a bit more with fracking no more than
500).

• Coal is more than 3000 GtC,

• Coal is what really matters.

• Emissions are (now) about 10Gtc/ per year which means that about half of
that is the (permanent) net increase of CO2.
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Finite resources

For the purposes of climate-economy modeling, we need

a long-run growth model consistent with data,
with a production function using energy as input, and
to also model supply of energy.

Since industrial revolution, energy is largely about fossil fuel, a
resource in finite supply.

Today:

discuss supply and demand of finite resources, and
a primer on endogenous resource saving technical change.

John Hassler (Institute) Finite resources and technical change 1/21 2 / 22



Global primary energy supply (including conversion losses)

John Hassler (Institute) Finite resources and technical change 1/21 3 / 22



Global shares of different energy sources

Figure: Source: BP Statistical Review of World Energy 2019
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European shares of different energy sources

Figure: Source data: European Environment Agency
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Oil price

Figure: Source: McGlade & Ekins, Nature (2015)John Hassler (Institute) Finite resources and technical change 1/21 6 / 22



Coal price
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Copper price
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Zinc price
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Real price composite of 57 minerals and energy sources

Figure: Source: Daniel Spiro, JEDC (2014).
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Price volatility
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A simple fossil fuel dichotomy

Different fossil fuels have quite different supply characteristics. A
general rule is that amount increases with cost of extraction.

One end of spectrum —conventional oil. Exists in limited supply and
is very cheap to extract relative to value. High profit margin.

The other end —coal reserves. Very large quantities and price close to
marginal cost. Low if any profit margin.

But;

there are things in between, and
technological change shifts the boundaries.

Still, even a small emission price makes coal unprofitable but this is
not the case for conventional oil. (Current ETS price ≈ 5 cent per
liter gasoline but kills coal power).

John Hassler (Institute) Finite resources and technical change 1/21 12 / 22



Finite Resource Theory: 1 Cake eating

Consider planning problem under zero extraction costs.

max
{ct}∞

t=0

∞

∑
t=0

βt log ct

subject to
∞

∑
t=0
ct ≤ R0

Euler equation:

U ′ (ct ) = βU ′ (ct+1)
1
ct

= β
1
ct+1

⇒ ct+1 = βct

Using resource constraint yields ct = (1− β)Rt where
Rt+1 = Rt − ct . Implies ct = (1− β)βtR0.

John Hassler (Institute) Finite resources and technical change 1/21 13 / 22



Finite Resource Theory: 2 Production

Same problem, now with Cobb-Douglas production and full
depreciation of capital Also cake-like.

max
{ct}∞

t=0

∞

∑
t=0

βt log ct

s.t. : ct + kt+1 = Akα
t e

ν
t and

∞

∑
t=0
et ≤ R0

Saving rate is constant and equal to αβ immediate to show from
Euler equation. Now, two means of saving, the resource and capital.
Must have equal return on equilibrium/optimum. Return on capital
the marginal product and on the resource the price growth

αAkα
t+1e

ν
t+1

kt+1
=

αAkα
t+1e

ν
t+1

αβAkα
t e

ν
t
=

νAkα
t+1e

ν
t+1/et+1

νAkα
t e

ν
t /et

⇒ et+1 = βet

Again: Solution: et = (1− β)Rt , where Rt+1 = Rt − et . Hence
et = (1− β)βtR0.
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Finite Resource Theory: 3 Adding tech growth

Now add technological growth at a gross rate of γ

max
{ct}∞

t=0

∞

∑
t=0

βt log ct

s.t. : ct + kt+1 = Aγtkα
t e

ν
t and

∞

∑
t=0
et ≤ R0

Again savings rate is αβ and by arbitrage

αγt+1Akα
t+1e

ν
t+1

αβγtAkα
t e

ν
t

=
νγt+1Akα

t+1e
ν
t+1/et+1

νγtAkα
t e

ν
t /et

⇒ et+1 = βet

In balanced growth, capital and output grows at same rate and
resource use fall at gross rate β.Thus g = γg αβν = (γβν)

1
1−α . For

γ > β−ν g > 0.

From Euler equation, g = β(1+ r), so 1+ r = (γβν)
1
1−α /β.Positive

real interest rate if g > β, then resource price grows.
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Finite Resource Theory: 3 Adding extraction costs

Suppose there is a cost of extracting resources. The arbitrage
intuition still works (Hotelling (1931)). Return on saving a unit of the
resource with price pt is now

pt+1 −mct+1
pt −mct

which must equal return on saving in the form of capital. Yields

pt+1
pt

= 1+ rt +
1
pt
(mct+1 − (1+ rt )mct )

If mct+1 − (1+ rt )mct < 0. price growth is lower than the interest
rate.
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Challenges

Key natural-resource “puzzles”:

Why no positive trend in prices?
Why so volatile? (And are natural resources different than other
“commodities”?
Why upward trend in use?

Related puzzle: why isn’t all the cheap fossil fuel extracted first?
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Back to the production function

With Cobb-Douglas production function, all income shares constant.
Not too bad for capital and labor. What about energy?

Very low substitutability in short run, but much higher in longer run.
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A more reasonable production function

Consider instead CES production function:

y ≡ F
(
Akαl1−α,Aee

)
=

[
(1− γ)

(
Akαl1−α

) ε−1
ε + γ (Aee)

ε−1
ε

] ε
ε−1

with ε < 1. A is capital-labor augmenting technology and Ae is
energy augmenting technology. A special case is Leontief (ε = 0):
y = min

{
Akαl1−α,Aee

}
This fits the short-run fluctuations in data really well. But
non-explosive price paths is a knife-edge property (require Akαl1−α

and Aee to grow at same rate). In general, income share of energy
would go to zero or one depending on supply and growth rates of A
and Ae .

Need something that makes (relative) growth rates of A and Ae
endogenous.
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A static example of endogenous technology choice

Assume

y =
[
(1− γ)(Ak)

ε−1
ε + γ (Aee)

ε−1
ε

] ε
ε−1

s.t.G (A,Ae ) = Ā

so with Ā given but A and Ae endogenous: directed technical change.
Consider a simple case: suppose G is λ lnA+ (1− λ) lnAe = ln Ā
Lagrangean with shadow value Λ. FOC:

A;
[ y
Ak

] 1
ε
(1− γ)k = Λ

λ

A
and Ae ;

[
y
Aee

] 1
ε

γe = Λ
1− λ

Ae

⇒
[ y
Ak

] 1
ε (1− γ)Ak[
y
Ae e

] 1
ε

γAee
=
MPkk
MPee

=
λ

1− λ

Income shares are constant and independent of k and e. Income
shares instead depend on the ratio λ

1−λ , how hard it is to improve
capital effi ciency relative to energy effi ciency.
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Dynamic directed technology choice

We can now think of the choice of A and Ae as occurring over
medium-run time. Higher energy prices, e.g., lead to higher growth
rates of Ae (at the expense of A). On impact, energy income share
increases but stabilizes over time.

Figure: Source: “Directed technical change as a response to
natural-resource scarcity”, Hassler. Krusell, Olovsson, WP 2020.
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Summary

There are puzzles in this area, and big quantitative challenges!

Distinguish between oil and coal and remember that there are
intermediates and technological change.

Substantial medium run flexibility in production due to directed
technical change. Energy and fossil fuel do not have to grow in
parallel to output in medium and long-run.

For long-run analysis, we are comfortable using C-D in energy, despite
a very low short-run substitutability between energy and other inputs.

Similar results can be derived for substitutability between different
energy types.
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Damages



Damages

• Give examples of different approaches to measuring and aggregating damages
from climate change. Damages could be positive (bad) or negative (good).

• Climate change is a global phenomenon and affects the economy in a large
number of ways.

• Two ways to estimate total effects:

• bottom-up: quantify all potential effects and sum up

• reduced form: directly use correlation between natural variation in climate and
relevant aggregate outcomes (GDP, mortality, etc.).

• Approaches have different pros and cons. Complementary.
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Latitude vs. agricultural GDP per worker

63



Nordhaus’s damages in RICE: a bottom-up approach

Nordhaus’s DICE model (Dynamic Integrated model of Climate and the
Economy) and the later RICE (also dynamic, but with R for Regional) do the
bottom part as follows.

• Divide effects into: (i) agriculture, (ii) sea-level rise, (iii) other market
sectors, (iv) health, (v) non-market amenity impacts, (vi) human settlements
and eco-systems and (vii) catastrophes.

• Use 13 regions: U.S., OECD part of Europe, Eastern Europe, Japan, Russia,
China, Africa, India, other high income, other middle, other low middle
income, and low- and high-income OPEC.
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Functional specification

• For each sector and region, a damage function, measuring the damage or
willingness to pay for non-market items, is expressed as a % of GDP.

• Assuming damages are proportional to GDP amounts to TFP damages.

• For each region, sum over sectors.

• Add up to give a damage function per region.
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Agriculture

• Most studied. Damage depends chiefly on CO2, temperature, precipitation,
and adaptation.

• Nordhaus summarizes various studies of effects:

Agriculture

Most studied. Damage depends on; CO2, temperature, precipitation
and adaptation.
Nordhaus summarize various studies of effects

Positive effects if initial temperature is below 11.5 degrees. Suggests

quadratic damage α1ag

(
T + T j0

)
+ α2ag

(
T + T j0

)2
+ αjag .
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Other sectors

• Similar approach but typically fewer studies to rely on.

• Does not add up to very much for a temperature increase of 2.5 degrees.
Global population-weighted values for damages at 2.5 degrees: Ag =0.17%,
other market =0.23%, coast =0.12%, health 0.56%, non-market -0.03,
settlem. 0.1.

• Large heterogeneity. Over 1% loss in agriculture in India and Lower Middle
Income (Brazil and others). 3% loss due to health in Africa.

• Total damage zero or negative in U.S. and China. Large (around 3%) in
Africa and India.

• Catastrophic impacts added.
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Catastrophes

• Survey among (mostly natural-science) experts: “What is the probability of a
permanent 25% loss in output if global warming is 3 and 6 degrees,
respectively?”.

• Varied answers with mean 0.6 and 3.4% (median 0.5 and 2.0). Arbitrarily
doubled and damage increased to 30% globally.

• Distributed over regions reflecting different vulnerability.

• Assuming risk aversion of 4 translated into willingness to pay to avoid risk.

• Leads to 1.02% and 6.94% WTP for 2.5 and 6 degrees warming globally,
respectively.

• India twice as willing, the U.S. and China less than half.
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Nordhaus 2000 summary

• Damages as percent of GDP, described by D (T ) = 1− 1
1+θj ,1T+θj ,2T2 with

region-specific θj s, giving (Blue-USA, Red-Chi, Green-Eur, Black-LI).

Nordhaus 2000 Summary

Damages as percent of GDP, described by D (T ) = 1− 1
1+θj ,1T+θj ,2T 2

with region-specific θ′j s, giving (Blue-USA, Red-Chi, Green-Eur,
Black-LI)
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Nordhaus (2013)

• Goes back to more ad-hoc description. Global damages

D (T ) = 1− 1
1+ 0.00267T 2 ≈ 0.023

(
T

3

)2
.

• Also allows a term in T 3 producing more convex damages.

• Other models have included even larger exponents on T , but without much
of a motivation.

• The model FUND uses a random exponent from the interval 1.5-3.

• Nordhaus stresses that the damage function for high temperatures (> 3 or 4
degrees?) should not be taken very seriously.
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Ciscar et al. (PNAS Feb 2011)

• Another bottom-up studie, but for Europe only.

• Sums the impact for 5 types of damages: agricultural production, river
floods, coastal effects, tourism (market), and health.

• Uses different high-resolution models 50x50 km and uses distribution of
weather outcomes (not only temperature).

• Compares different scenarios for year 2080 to baseline of no climate change.

• For EU as a whole, yearly damages equivalent to 1% of consumption for 5.4
degree heating in EU. Small positive effects on tourism and substantial
positive effects on Northern Europe.

• Relative to growth rate over 70 years (1.0270 ≈ 4), these effects seem fairly
small.
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SurveySurvey

Figure: Dots are from Tol 2009. The solid line is the estimate from the

DICE-2013 D (T ) = 1− 1
1+0.00267T 2 ≈ 0.023

(
T
3

)2
. The arrow is from the

IPCC (2007).
John Hassler (Institute) Lecture Notes on Damages 04/16 14 / 27

The solid line is the estimate from the DICE-2013
D (T ) = 1− 1

1+0.00267T2 ≈ 0.023
(
T
3

)2
.
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Reduced-form damages

• Idea is to use natural temporal variation in climate and correlate with
economic outcomes—“natural experiments”.

• Microstudies on agriculture, labor productivity, industrial output, health and
mortality, conflicts and stability, crime, .... See Dell, Jones, and Olken, “What Do We

Learn from the Weather? The New Climate-Economy Literature,” NBER Working Papers 19578

(JEL).

• Microstudies yield credible identification, and perhaps yield insights on
mechanisms, but often with limited external validity and no
general-equilibrium effects taken into account.

• Aggregate reduced forms can complement in this sense. One of few: Dell,

Jones, and Olken. NBER WP 14132.

• Monthly data on weather from 1900, 0.5 degree spatial resolution
(interpolation) (use 50 last yearly obs). Economic data from Penn World
Tables, 136 countries.

• Use Diff in Diff to obtain reliable estimates. Mostly across time, but also
using within country variation.
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• Microstudies on agriculture, labor productivity, industrial output, health and
mortality, conflicts and stability, crime, .... See Dell, Jones, and Olken, “What Do We

Learn from the Weather? The New Climate-Economy Literature,” NBER Working Papers 19578

(JEL).

• Microstudies yield credible identification, and perhaps yield insights on
mechanisms, but often with limited external validity and no
general-equilibrium effects taken into account.

• Aggregate reduced forms can complement in this sense. One of few: Dell,

Jones, and Olken. NBER WP 14132.

• Monthly data on weather from 1900, 0.5 degree spatial resolution
(interpolation) (use 50 last yearly obs). Economic data from Penn World
Tables, 136 countries.

• Use Diff in Diff to obtain reliable estimates. Mostly across time, but also
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Substantial natural variation
Substantial natural variation
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Methodology

• Assume

Yit = eβTitAitLit ; β captures level damage
∆Ait

Ait
= gi + γTit ; γ captures growth-rate damage

• Strong effects: one degree higher temperature leads to 1% less growth.

• But only in poor countries (below median at start).

• Persists for at least 10 years.

• Similar results for industrial output, aggregate investment, and political
stability.

• Tentative conclusion: climate change is a big problem for sufficiently poor
countries.

• Krusell and Smith (prel.) find other results: only level effects and no
difference between poor and rich.

• Crucial feature is whether there are growth effects or not.
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Temperature-GDP correlations with high-resolution data

• Unit of analysis: 1◦ × 1◦ global grid (land). 19,000 regions (cells).

• Nordhaus G-Econ database: GDP and population for all cells in 1990, 1995,
2000 and 2005.

• Produces nice charts!
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Population Density
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Climate data and projections

• Temperature data exists on same 1◦ × 1◦ global grid.

• Assume relation between GDP and temperature is not random but reflects
causal relationship. Use to assess consequences of changes in temperature.

• Obvious pros as well as cons with this methodology.

80



Climate data and projections

• Temperature data exists on same 1◦ × 1◦ global grid.

• Assume relation between GDP and temperature is not random but reflects
causal relationship. Use to assess consequences of changes in temperature.

• Obvious pros as well as cons with this methodology.

80



Climate data and projections

• Temperature data exists on same 1◦ × 1◦ global grid.

• Assume relation between GDP and temperature is not random but reflects
causal relationship. Use to assess consequences of changes in temperature.

• Obvious pros as well as cons with this methodology.

80



Share of global GDP vs. yearly mean tempShare of Global GDP vs Yearly Mean Temp
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Population as function of local temperature



Damage function: calibration

1 Assume potentially U-shaped damage function (damages output
proportionally) in regional temperature Tj

D(Tj ) =

 1−
(
p + (1− p)eγh(Tj−T ⋆)2

)
if Tj < T ⋆

1−
(
p + (1− p)eγl (Tj−T ⋆)2

)
if Tj > T ⋆

2 Apply same function to all regions (so there’s an “ideal temperature”).

3 Use climate predictions from ensemble of climate models to derive
reduced-form relation global-regional temperature change (statistical
downscaling): Tj = fj (T ).

4 For each region, calculate damages at different global mean temperatures.

5 Aggregate damages and choose (T ⋆,γh,γl , p) to match aggregate damages
implied by Nordhaus’s DICE damage function.
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Implied 1 - (damage function)
1-Damage function - result

John Hassler (Institute) Lecture Notes on Damages 04/16 25 / 27

83



Regional effects of climate change

• Climate change affects regions very differently. Stakes big at regional level.

• In a recent paper, Krusell and Smith (2016) argue that although a tax on
carbon would affect welfare positively in some average sense, there is a huge
disparity of views on such a tax: 55% of the world’s regions will be hurt and
45% benefit from climate change.

• Consequently, there are also strong indications that there will be significant
migration pressures from climate change.
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Conclusions of the Impact of Climate Change on the Economy

• Empirical support for substantial effects on the economy from climate
change.

• Effects can be large in particular regions.

• Evidence does not point towards very large effects for moderate heating (< 4
degrees).

• Very little is known for more extreme scenarios.

• At least for moderate heating, percentage marginal damages per unit of
extra ton in atmosphere may be approximately constant.

• Much to be learnt from further research.
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What to do?

How to design a (common) optimal policy?
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Main Goal

• Consider a world with a global externality: using fossil fuel for energy creates
carbon dioxide.

• Energy is a required input for the production technology.

• Goal: Derive the optimal policy —here a tax on carbon— so that the
externality is internalized.
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Externality

• Higher levels of carbon dioxide in the atmosphere contributes to global
warming, which in turn causes damages like production shortfalls, poor
health or deaths, capital destruction and much more.

• Map carbon concentration to climate, and then map climate to damages.

• Expected sum of future damage elasticities: the percentage change in output
resulting from a percentage change in the amount of carbon in the
atmosphere, caused by emitting a unit of carbon today.

• Discounted because of time preferences and because of carbon depreciating.
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The Carbon Cycle

Carbon circulation system: carbon is exchanged through various reservoirs such
as the atmosphere, the terrestrial biosphere, and different layers of the ocean.

The representation of the carbon cycle in this paper is given by the equation:

(1− ds ) = ϕL + (1− ϕL)ϕ0(1− ϕ)s

• ϕL: the share of carbon that stays in the atmosphere forever

• (1− ϕ0): of the carbon that does not stay in the atmosphere forever, this is
the share that exits the atmosphere into the biosphere or ocean within a
decade

• the remaining carbon in the atmosphere, (1− ϕL)ϕ0, decays at a geometric
rate ϕ
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Construct a General Equilibrium Model with various ingredients

1 A joint model of the climate and the economy.

2 Production Process (GDP) affected by Climate Change

3 Households with preferences (needed to evaluate outcomes)

4 Explicit use of energy that both contributes to GDP and emits CO2

5 Inclusion of Exhaustible Resources that induces savvy economic behavior.
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Production process

• Technology Yt = Ft (Kt ,Nt ,Et ,St )

• There are many types of energy inputs Ej ,t , j = 1, · · · , J

• The first Jg − 1 sectors are “dirty” and the last one is “clean” energy

• For the dirty energy firms, Ej ,t is normalized so that one unit of Ej ,t

produces one unit of carbon. Emissions are

Mt =
Jg−1

∑
j=1

Ej ,t

• Et = ∑J
j=1 Ej ,tαj , Actual amount of energy used

• Some energy resources have a finite stock, which is accounted for by the
constraint Rj ,t+1 = Rj ,t − E j

j ,t ≥ 0

• Dirty energy has cost constant cost ξj . Clean energy has convex cost
ξJ (EJ,T ).
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Evolution of the climate

• The climate variable St is the amount of carbon in the atmosphere.

• Depends on past emissions as in the reduced form way

• Define a function S̃t that maps the history of man made pollution into the
current level of carbon dioxide.

St = S̃t

(
Jg−1

∑
j=1

Ej ,−T ,
Jg−1

∑
j=1

Ej ,−T+1, ...,
Jg−1

∑
j=1

Ej ,t

)
= S̃t (Mt−T+1,Mt−T+2,Mt )

• Here, −T is defined as the start of industrialization.
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current level of carbon dioxide.

St = S̃t

(
Jg−1

∑
j=1

Ej ,−T ,
Jg−1

∑
j=1

Ej ,−T+1, ...,
Jg−1

∑
j=1

Ej ,t

)
= S̃t (Mt−T+1,Mt−T+2,Mt )

• Here, −T is defined as the start of industrialization.
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Main assumptions

1 U(C ) = log(C )

2 Ft (Kt ,Nt ,Et ,St ) = [1−Dt (St )] F̃t (Kt ,Nt ,Et )

(has already subtracted the costs ξj of producing energy source j)

3 Damages: [1−Dt (St )] = exp{−γt (St − S̄)}

4 The function S̃t is linear and has the depreciation structure:

St − S̄ =
t+T

∑
s=0

(1− ds )
Jg−1

∑
j=1

Ej ,t−s

5 (1− ds ) = ϕL + (1− ϕL)ϕ0(1− ϕ)s
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What is the best that can be done?

• It is found by solving a social planner’s problem

• Representative household of the world

• Technological, Climate and Exhaustability Constraints

• After that we worry about implementation
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Planner’s Problem

max
{Ct ,Nt ,Kt+1 ,Rj ,t+1 ,

Ej ,t ,St }∞
t=0≥0

E0

∞

∑
t=0

βtU(Ct ) s.t.

Ct +Kt+1 = Ft (Kt ,Nt ,Et ,St ) + (1− δ)Kt FB

Et = ∑
j

Ej ,t αj AGE

Rj ,t+1 = Rj ,t − Ej ,t ≥ 0 for all j ExE

St = S̃t

(
Jg−1

∑
j=1

Ej ,−T ,
Jg−1

∑
j=1

Ej ,−T+1, ...,
Jg−1

∑
j=1

Ej ,t

)
CC
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Notation for the Planner’s Problem

• Ej ,t is output of Energy of Sector (type) j measured in units of carbon
emitted.

• αj Conversion of units of energy of type j from being in terms of carbon
emissions to units of energy.
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Characterization of the Solution

• The marginal externality damage is the same for all j :

Λs
t = E

∞

∑
i=0

βi U
′(Ct+i )

U ′(Ct )

∂Ft+i

∂St+i

∂St+i

∂Ej ,t

• Under our specific assumptions, this expression simplifies to:

Λs
t = E

∞

∑
i=0

βiCt
Yt+i

Ct+i
γt+i (1− di )

• Further, if the planner’s problem implies a constant savings rate, then the
expression can be written as:

Λs
t = Yt

[
E

∞

∑
i=0

βiγt+i (1− di )

]
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Characterization of the Solution II

• The FOC of the planner says

αj
∂Ft
∂Et

− ξj − Λs
t = 0
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Decentralized equilibrium: Consumers

max
{Ct ,Nt ,Kt+1}∞

t=0

E0

∞

∑
t=0

βtU(Ct )

subject to E0

∞

∑
t=0

qt (Ct +Kt+1)

= E0

∞

∑
t=0

qt ((1+ rt − δ)Kt +wtNt +Tt ) + Πt .
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Decentralized equilibrium: Firms

Π0 = max
{Kt ,Nt ,Et}∞

t=0

E0

∞

∑
t=0

qt

[
Ft (Kt ,Nt ,Et ,St )

− rtKt −wtNt −
J

∑
j=1

pj ,tEj ,t

]
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Optimal Tax

• τj ,t = Λs
t for the “dirty” energy firms, and τj ,t = 0 for the “clean” energy

firms.

• This is the optimal first best tax on carbon emissions.

• If there are multiple externalities (for instance an R&D component to the
model) then a separate Pigouvian tax is required for each externality.
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Comparing the Optimal Tax Rates

To understand the magnitude of the optimal tax rates given by this model,
they can be compared with estimates from other models, and also with tax
rates that are currently being used around the world.

• Nordhaus (2008) uses a discount rate of 1.5% and gets a tax of $30 per ton
of coal. With the same discount rate, this paper gives a tax of $56.9 per ton
of coal.

• Stern (2007) uses a discount rate of 0.1% and gets a tax of $250 per ton of
coal. With the same discount rate, this paper gives a tax of $500 per ton of
coal.

• In Sweden, the current tax on private consumption of carbon exceeds $600
per ton of carbon, which is larger than the estimates for the optimal tax in
this paper. However, these taxes are significantly higher than many other
countries, for instance the EU has a tax of around $77 per ton of carbon.
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What if we don’t use the optimal tax?

• Let’s use a recent (natural science-based) approximation of the effects on
global temperature of fossil-fuel emissions.

• “Carbon Climate Response (CCR): for each 1,000GtC in cumulative historic
emissions, global temperature rises by 1-2.1 degrees Celsius (1.8-3.8F).

• We have emitted about 550GtC so far (since industrial revolution).

• Remaining (conventional) oil+gas: about 300GtC. Limited warming if we use
it up!

• Remaining coal: much more, possibly over 3,000GtC.

• => Coal is the main threat!
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What would the optimal tax do?

• Wouldn’t affect (conventional) oil and gas use.

• A tax on oil and gas makes little difference: these fuels are so cheap to
produce that markets will keep using them despite the tax.

• It is indeed efficient from an economic perspective to use them up!

• A different story for coal:

• Coal doesn’t give a big profit per unit so a tax would make us stop using most
of the coal.

• Taking the climate damage into account, using coal simply isn’t worth it.

• So: bad for the coal industry (the world over), no big deal otherwise
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How costly is the optimal tax for us?

• Suppose we use “very cautious” discounting of 0.1%, implying a tax of
$600/tC.

• Turns out Sweden has had that tax for over a decade. They did better than
average during the Great Recession, no noticeable “leakage” of firms abroad.

• Significant scope for

• Energy saving

• Alternative technology
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Policy instruments

• Baseline recommendation:

• Tax carbon, world-wide

• Required rate will not be a big blow to our global economy, but will (must)
shake up coal industries

• What about alternatives, like cap-and-trade?

• If managed so that the emission rights are as expensive as the carbon tax, ok!

• In Europe, this is not the case —low world demand and high caps culprits.

• Do we need green subsidies?

• Under an optimal carbon tax, maybe not; otherwise, yes.

• Should all countries mainly reduce emissions at home?

• No: reduce them where they are least needed/least efficient (e.g., buy
emission rights in EU trading system, pay to keep forests, ...)
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• In Europe, this is not the case —low world demand and high caps culprits.

• Do we need green subsidies?

• Under an optimal carbon tax, maybe not; otherwise, yes.

• Should all countries mainly reduce emissions at home?

• No: reduce them where they are least needed/least efficient (e.g., buy
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Climate Change and Economics: A summary

Broad concluions so far

• climate change likely leads to non-negligible global damages

• very uneven effects across regions of world

• for world as a whole, costs likely not catastrophically large

• a robust result (in Golosov, et al., 2013): optimal policy involves rather
modest tax on CO 2 and would not pose threat to economic well-being

• some elements of analysis subject to substantial uncertainty
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Basic natural-science logic

• The burning of fossil fuel (oil, coal, natural gas) increases the CO2

concentration in the atmosphere.

• CO2 in the atmosphere is a greenhouse gas: it lets solar radiation pass
through but blocks heat radiation.

• This leads to global warming. The logic is undisputed among scientists.

• The direct warming effect is significant, but not catastrophic.

• There are, however, feedback effects: creation of water vapor, melting of ice
caps lowering solar reflection, cloud formation, ....

• The quantitative magnitudes of feedback are disputed. The “average” view
seems to be that feedbacks strengthen the direct warming effect
considerably, but there is much uncertainty.
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Basic economic logic

• Global warming affects economic activity; in many places, the effect is to
cause damages (to agriculture, human health, and so on).

• This is an externality: those emitting carbon into the atmosphere are not
charged for the costs.

• Thus, in classical economic terms, we have a failure of markets. The
prescription is government intervention: we need to artificially raise the cost
of emissions to its proper societal value.

• Main recipe: use a tax. Well-known since Pigou (1920).

• The tax must be global: the externality is global.

• What is the appropriate level of the tax? For this, we use standard
cost-benefit analysis.
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Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



Simplification of Nordhaus’s formulation

• Nordhaus’s aggregate damage function maps temperature into damages.

• Now consider collapsing the two steps, i.e.,

1 the one from increased CO2 concentration (S) to the change in global mean
temperature (T )

2 the one from T to damages, into one: from S to damages directly.

• For the first step use Arrhenius T (S) = 3
ln 2 ln

(
S+600

600

)
where S is GtC over

the pre-industrial level (600 GtC).

• For the second let D (T ) be Nordhaus’s global damage function.

• Together, the two steps are D (T (S)) mapping additional atmospheric
carbon to damages. Let’s examine the mapping.

110



A simpler mapping

• It turns out that 1−D (T (S)), i.e., how much is left after damages as a
function of S , is well approximated by the function e−γS : for γ = 5.3 ∗ 10−5

(black), it is quite close to 1−D (T (S)) (red dashed), as seen in the figure.

Simplification of Nordhaus

It turns out that 1−D (T (S)) , i.e., how much is left after damages
as a function of S , is well approximated by the function e−γS for
γ = 5.3 ∗ 10−5 (black) and 1−D (T (S)) (red dashed) as seen in the
figure.
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The exponential function: very convenient

• Define Ynet as output net of damages and Y as gross output, implying
Ynet = (1−D (T (S)))Y .

• Using the approximation (1−D (T (S))) ≈ e−γS , we have Ynet = e−γSY .

• Then, ∂Ynet
∂S

1
Ynet

is the marginal loss of net output from additional GtC in the
atmosphere expressed as a share of net output.

• Using our approximation, we have ∂Ynet
∂S

1
Ynet

=
∂(e−γSY )

∂S
1

e−γSY
= −γ. I.e.,

the marginal losses are a constant proportion of GDP!

• This “elasticity” is thus independent of GDP and CO2 concentration.

• With γ = 5.3 ∗ 10−5, one GtC extra in the atmosphere gives extra damages
at 0.0053%. Recall the rate of accumulation of St .

• Robust?
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2024 Update: Granular Model with various
Suboptimal Policies

Climate Policy in the Wide World

John Hassler, Per Krusell, and Conny Olovsson

from the Simpson Lecture in Princeton University April 15, 2024



Model viewed from space

• Focus is on “the wide world”.

• This framework is a neoclassical growth model with carbon-cycle and climate
blocks that builds on Nordhaus, but these blocks are updated to reflect the
latest climate-science insights.

• We include very high geographic resolution: 1◦× 1◦ latitude-longitude cells,
with each cell assigned to a country.

• Despite this complexity, our model is also highly accessible to others, i.e., no
need for advanced numerical toolboxes.
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Climate policies

• They conduct three kinds of suboptimal policy options that have been
discussed or already implemented.

1 How far can a modest uniform carbon tax go to limit global warming and
damages around the world?

2 How costly is it to deviate from tax uniformity and allow poor countries to not
tax carbon?

3 How successful is a policy that refrains from carbon taxation and instead
focuses on promoting green energy (reminiscent of the Inflation Reduction
Act)?

• The first policy is successful in mitigating global warming, the second is very
costly, and the third is both costly and unsuccessful.
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Overview of the model

• The model consists of all countries in the world.

• Each country is divided into regions (grid cells) that use capital, labor, and
energy to produce a final good that is identical across regions and countries.

• Most regions cannot produce oil: those that can only export oil in exchange
for consumption goods (no further international trade).

• Additional energy sources (coal, green etc.) are produced within each country.

• Capital, labor, and energy services can move freely within countries but not
at all across.

• Hence, factor prices are required to be the same within each country.

• They make assumptions such that saving rates are easy to solve for
separately.
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Consumers

• Each country j contains a large number of identical consumers with
preferences given by

∞

∑
t=0

Nj ,t βt log(ct ),

Nj is total population that follows an exogenous path; we define
xj ,t+1 ≡ Nj ,t+1/Nj ,t

• Consumers in country j are initially endowed with kj0 units of capital/capita
and they can save by investing in capital in their own country. (No
international capital markets!)

• Consumers in oil-producing regions extract and sell oil from a finite reserve,
Rj , at zero cost (as in Golosov et al., 2014).

• Governments in each country tax emissions and rebate all the proceeds to
consumers in the country.
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Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Firms and their technologies

• One sector features firms that produce final output.

• The other sectors are the energy input producers.

• The production function is the same for these activities but the TFP
components may differ.

• The relative TFP factors will constitute the relative prices of the different
energy inputs.

• Final-good producing firms in region i and country j solve

πijt = max
kijt ,nijt ,eijt

Aijt

(
kα
ijtn

1−α−νj
ijt e

νj
ijt

)φj

− rjtkijt − njtwijt − pjteijt .

• Implicit in the above expression is a fixed factor that can be thought of as
land.

117



Detour: production in the wide world

Poor countries are about agriculture, and capital/labor shares in agriculture
increase with development.

Left: ag. empl. shares on GDP/worker; right: k/l , r/w (dashed).

1 Introduction

The difference in income per capita between rich and poor countries is on average at
least a factor of 40—an absolutely staggering gap.1 In this paper, we interpret these
differences by studying the agricultural sector from a macroeconomic perspective.

Our study is motivated by the observation that, prima facie, agriculture appears
to play a central role in the development process. As we move across the development
spectrum, we observe a significant decline in the share of the workforce employed in
agriculture. Figure 1 illustrates how this share falls in GDP per capita in a stable,
log-linear fashion, with agricultural employment going from approximately 80 percent
in the poorest countries to less than 1 percent in the richest.
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Figure 1: Agricultural employment shares across countries

These patterns mean that the income levels of the poorest countries are strongly
shaped by the performance of the agricultural sector, whereas in the richest countries,
this sector plays a relatively minor role. At the same time, the agricultural sector in
the poorest countries performs particularly badly in terms of labor productivity: their
agricultural labor productivity (real gross agricultural output per worker) is about
one hundredth of that in the richest countries, dwarfing the already large differences

1Income per capita is of course not directly a measure of welfare, but recent attempts to broaden
the measure to include other observables—see Jones and Klenow (2016)—actually suggest that the
welfare gap is even bigger, and that income per capita still accounts for the bulk of the welfare
differences between rich and poor countries.
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Figure 2: Agricultural inputs: quantity and price ratios across space and time

poorest to the richest economy. The relative price—the ratio of the rental price of
capital to the per-efficiency unit wage—decreases with development by a factor of
around 20.

Similar trends are observed for the other input combinations. The price and
quantity lines (i) have opposite slopes, (ii) exhibit large variations across the devel-
opment spectrum and (iii) the relationship are close to log-linear. The land-to-labor
and capital-to-intermediates ratios vary somewhat less, but the differences are still
substantial.

The striking and robust patterns whereby the relative input prices in agriculture
move in an opposite direction with their corresponding relative input quantities, across
variable ranges of orders of magnitude, suggest that neoclassical forces are at work.
Where inputs are expensive, they are used less: cost-minimizing behavior induces
a negative correlation between relative factor ratios and relative factor prices. Low
prices of a factor imply cost-minimizing input combinations that are more intensive in
that factor of production. These observations make us optimistic that an aggregate

10

Call for a richer production structure, or at the very least αj .

They use log, one sector, and Cobb-Douglas to get easy-to-solve-for saving
rates. An alternative is elasticity ϵ and CRRA ϵ.
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Energy inputs and energy services

• All energy inputs (except oil) can be produced within each country with pκ

units of the final good are required to produce eκ units of energy source,
κ ∈ {c, g , f }.

• A region that has access to the fracking input produces an “oil composite” o

as

o =
(

λe
ρo
o + (1− λ)e

ρo

f

) 1
ρo

– ρo determines the EOS between the eo and ef .

• The supply of energy services is then a CES aggregate

e =
(

λoo
ρ + λce

ρ
c + λg e

ρ
g

) 1
ρ

– ρ determines the EOS between the energy inputs.
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TFP and damages

• “A” indicates TFP and it has several components. Formally:

Aijt = exp(zijt )Dijt

zijt = zij +
∞

∑
s=0

gjs

- g is the exogenous growth rate. For t > T , gj = g .

• Note that TFP

• has one region-specific component that is constant over time (zij ),

• one country-specific component that is changing over time (gjt), and

• one endogenous component that responds to climate change (Dijt).
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Damages and the temperature

• TFP damages are described by a U-shape in local temperature:

Dijt = D(Tijt ) = exp(κ1Tijt )(1+ exp(κ2(Tijt − κ3)))
−κ4
κ2 ,

– Tijt is the local temperature in region i and country j at time t (inspired by

Krusell and Smith (2022), Burke, Hsiang, and Miguel (2015) and Cruz and Rossi-Hansberg (2023).

• Compute Tijt with “statistical downscaling” where the global temperature is
a sufficient statistic for the temperature in each region:

Tijt = T̂ij + γij (Tt −T0).
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Regional T as a function of global T
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Temperatures and GDP and population shares (2005)

• Most of the output are produced in regions where E[T ] ≈ 11.6◦C.

• A lot of people live where E[T ] > 11.6◦C.
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The implied (inverse) U-shape for TFP
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Emissions and the carbon cycle

• The carbon cycle and temperature dynamics, respectively:

St − St−1 = ϕ12St−1 + ϕ21S
U
t−1 + Et−1

SU
t − SU

t−1 = ϕ12St−1 − (ϕ21 + ϕ23) S
U
t−1 + ϕ32S

L
t−1

SL
t − SL

t−1 = ϕ23S
U
t−1 + ϕ32S

L
t−1,

• E : global (sum over (i , j)) emissions; S , SU , and SL: CO2 stocks in the
atmosphere, surface oceans and biosphere, and deep oceans.

Tt = Tt−1 + σ1

(
Ft − κTt−1 − σ2

(
Tt−1 −TL

t−1

))
TL
t = TL

t−1 + σ3

(
Tt−1 −TL

t−1

)
• Ft = χ

η
ln 2 ln

(
St
S0

)
(χ > 1 captures non-CO2 forcing) and TL is ocean

temperature. System replicates temperature graphs above.
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Characterizing the equilibrium

• For given policy sequences {τijt}∞
t=0 across the world, the model can be

solved forward.

• The only forward-looking decisions involve the consumers’ problems that
delivers solutions for saving rates that only depend on exogenous parameters.

• The saving rates themselves are time-dependent and forward-looking, but
satisfy a simple recursion.

• Given (kj , nj ), one can compute country yj and input demands, assuming a
value for the world price of oil.

• TFP levels are endogenous but predetermined at each point in time.

• Use a simple fixed-point algorithm for finding the oil price that clears the
world markets period by period.
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Equilibrium: energy services

pj =

(
λ

1
1−ρ
o p̂

ρ
ρ−1
oj + λ

1
1−ρ
c p

ρ
ρ−1
cj + λ

1
1−ρ
g p

ρ
ρ−1
gj

) ρ−1
ρ

p̂oj =

(
λ

1
1−ρh p

ρh
ρh−1
o + (1− λ)

1
1−ρh p

ρh
ρh−1
fj

) ρh−1
ρh

eoij = eij

(
λopj
p̂oj

) 1
1−ρ
(

λp̂oj
po

) 1
1−ρh

efij = eij

(
λopj
p̂oj

) 1
1−ρ
(
(1− λ)p̂oj

pf

) 1
1−ρh

emij = eij

(
λmpj
pmj

) 1
1−ρ

, m = c, g .

All underlying prices are exogenously given except po ,
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Equilibrium: regions and countries

• The production function for a regional firms (omitting time subscripts) can
be written as

yi =

(
νj φj

pj

) νj φj
1−νj−φj

A
1

1−νj−φj

ij (kα
i n

1−α−νj
i )

φj
1−νj φj .

• Summing over regions: yj = ∑I
i=1 yi , kj = ∑I

i=1 ki , nj = ∑I
i=1 ni we get

per-capita output in a country j

yj =

(
νj φj

pj

) νj φj
1−νj−φj

(
I

∑
i=1

A
1

(1−νj φj )(1−φj )

ij

)1−φj

k
αk φj

j n
αnφj

j .

• The only remaining endogenous variable is pj , which is determined on the
world market.
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Clearing of the world oil market

Above, we have an expression for eoijt . Summing over regions and countries we
get, after manipulation, oil demand

Oil demandt = ∑
ij

Πjt (pot ) νj φj yijt Njt ,

where Πjt is a known function of pot .

Turning to supply, the oil producer’s maximization problem delivers

Rt+1 = β
1− st

1− st+1
Rt , st =

βxt+1
1− st+1 + βxt+1

.

Given an exogenous sequence {xt+1}∞
t=0, we can solve backwards:

Oil supplyt = β ∑
j

1− sjt
1− sjt+1

NjtRjt .

Solve for pot by setting Oil supplyt = Oil demandt .
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Saving rates in oil-consuming countries

They can also derive a forward-looking equation in saving rates in
oil-consuming regions, and write per-capita savings of country j as

kj ,t+1 =
sjt (1+ τ̂jt )

xj ,t+1
Ajtk

αφj
1−νj φj

jt ,

with

sjt =

αβφ
1−νφ xj ,t+1

1− sj ,t+1 +
αβφ

1−νφ xj ,t+1
.

The heterogeneity across economies appear in multiple places:

• saving rates

• population growth rates

• taxes, φj , νj

• TFP, costs of producing energy services.
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Solving for the equilibrium

1 Solve for the saving rates ∀j (no endogenous variables).

2 Compute the equilibrium forward, starting at time 0. The endogenous state
variables at t = 0 are Kj , Tj , oil resources by j ; state variables in the carbon
cycle and climate system.

• Compute all TFP levels around the world and solve for the oil price in the
period, which requires a numerical solution but only involves one equation in
one unknown.

• po,0 and τj gives the demand for all fuels and thus total emissions, so
temperatures can be updated to next-period values.

• The government BC is used to compute the carbon-revenue transfer rates τ̂j .

• Update the capital stocks and oil resources to their next-period values.

3 This completes the procedure for going from period 0 to period 1. Proceed
to all future periods.
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Parameter selection

• They make use of the G-Econ database, version 4.0, which provides data on
GDP and population (N) for every 1◦ × 1◦ cell that contains land for the
model’s base year, 2005.

• The database contains GDP and N data for 16,443 cells in 2005, and these
cells that comprise the basic unit of analysis in the model.

• Estimated and projected N growth rates from 1990 to 2100 by country taken
from the United Nations. Between 2100 and 2200, assume a linear
progression from the 2100 rate to 0.

• The exogenous part of TFP grows at a rate of 1.5%/year, but developing
countries are allowed to catch up.

• MPK:s are equalized in period 0 (following Caselli & Feyrer, 2007), which
can be used to pin down the φ’s (are found in the range 0.8 ≤ φj ≤ 1).
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Parameter selection, cont’d

• The elasticity of substitution between oil, coal, and the green energy source
is set to 2 (for all countries).

• The elasticity of substitution between conventional oil and fracking is set to
10 (only the U.S. is assumed to have fracking).

• E [po ]2005−2009=$70 per barrel or $606.5/ton of carbon.

• E [pc ]2005−2009=$74/ton or $103.35/ton of carbon.

• They set pg based on the current relative price between green energy and oil.

• With these prices and observed quantities, the λs in the energy aggregator
can be computed (Golosov, Hassler, Krusell, and Tsyvinski (2014)).
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Parameter selection, cont’d

They incorporate heterogeneity in the energy income share with data on
national energy use from the World Bank by computing

νi =
e inti

ê inti

ν,

where e inti is national energy intensity (energy use in oil equivalents divided by
PPP-adjusted GDP in year 2000), ê inti is average energy intensity, and ν=0.035.

(Relies on the price of energy being equal across countries.)

134



The allocation of emissions

Note that the model is quite successful in matching observed CO2 emissions,
even though these were not directly targeted (China subsidizes fossil fuel use.).
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Policy experiment I: a modest uniform tax

Consider a tax of USD $20/ton CO2 at the initial date; it then grows at the
rate of world GDP.

The difference between no tax and the modest tax is striking: about 6◦C by
2140!

136



A modest uniform tax

• Distributional consequences: populations being moved significantly to the
right for the no-tax policy.

• As if hit by several Great Depressions at once for the some of the poorest
regions.
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Policy experiment II: Non-uniform taxation

• The Pigou principle: the tax should equal the negative externality caused.
Since the negative externality is global, the tax should be the same
everywhere: it should be uniform.

• However, we often hear arguments that for the sake of fairness, some poor
regions should be “let off the hook”.

• They here quantify exactly how costly deviations from a uniform taxation
policy are in dollar terms.

• They again start with a τ of about US $20/ton.

• Compare the results to a setting where the poorest countries, defined to be
below 25% of global GDP/capita, have a zero/very low tax;

• The tax in the ROW is then increased so that the increase in T is the same as
with uniform taxation (3.1◦C) at t = 15 .

• They consider a τ that is 20× τmodest in the participating countries, and
0.06× τmodest for the poor.
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Non-uniform taxation
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Aggregate effects of non-uniform taxation
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Policy experiment III: faster technical change in green

The climate-change aspects of the IRA boil down to the idea that cheap green
technology will compete out fossil fuel.

They evaluate this idea by considering a scenario where the relative price of
green energy falls by 2%/year (at zero cost), while the relative price of fossil
fuel production is unchanged.

Two cases:

1 The U.S.-like policy generates fast green technology growth everywhere in
the whole world.

2 The sped-up green technology growth will occur only in the U.S. and the EU.
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Faster technical change in green, cont’d

• With green growth only in the EU and the U.S., global warming becomes
almost as high as with no policy at all. Also insufficient when the technology
spreads around the whole world.

• Key issue: green technology increases overall energy consumption but is
ineffective in competing out fossil fuel.
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Conclusions

• They offer a model of economics and climate change with very high regional
resolution.

• The model rests on standard microeconomic foundations that allows for
cost-benefit analysis.

• The spatial dispersion of the welfare effects of global warming are found to
swamp the average effects.

• Proof of concept: lots of room for improvements regarding heterogeneity in
energy supplies and technologies, production structures.

• They also find that

• Even a modest, globally uniform carbon tax would be extremely valuable.

• A non-uniform tax on carbon is quite inefficient.

• Relying on a push for green technical change only tax appears like a risky
policy.
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